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Abstract—Co-packaging of optical and electronic interfaces inside data center switches has been proposed to reduce the system-level power consumption and support higher density, higher capacity optical links. However, co-locating electronics and optics increases optical losses and exposes lasers, (de)multiplexers and other components to temperature fluctuations. We propose a design for co-packaged interfaces using coherent detection and wideband (de)multiplexers to increase the total bit rate per fiber in the presence of demultiplexer center frequency shifts up to ±150 GHz. We compare direct and coherent detection systems within this architecture and demonstrate that unamplified coherent links can provide over 20 dB higher loss budget than direct detection links at 400 Gb/s per fiber. Moreover, coherent links can offer far higher bit rates per fiber. For example, in the presence of (de)multiplexer center frequency shifts of up to ±150 GHz, DP-QPSK links can scale to over 5 Tb/s per fiber, while four pulse amplitude modulation (PAM) links are optical bandwidth limited to ~400 Gb/s per fiber. We quantify signal path loss and optical signal-to-noise ratio budgets when optical amplifiers, limited to eye-safe output powers, are used to compensate for losses of fibers or optical switches. While the loss and SNR budgets of direct detection links may be improved by optical amplifiers, these systems cannot scale to high bit rates per fiber because large channel spacings are required to accommodate (de)multiplexer center frequency shifts. For example, amplified 4-PAM links can scale to less than 1.3 Tb/s per fiber, while amplified DP-QPSK links can scale to greater than 12.8 Tb/s per fiber.

Index Terms—Coherent detection, co-packaged optics, optical fiber communication, wavelength division multiplexing.

I. INTRODUCTION

INTERNET Protocol (IP) traffic represents over 90% of global IP traffic and is expected to grow at a compound annual growth rate of 25% until 2021 [1]. The projected increase in intra-data center traffic has forced hyperscale data centers to rapidly increase the switching capacity of electrical switches inside data centers. For example, current state-of-the-art electrical switches can support 12.8 Tb/s switching capacity, but over the next 5–10 years, these switches are expected to support 51.2 Tb/s or higher [2].

Traditionally, increases in data center switching capacity have been supported by increasing the symbol rate or number of parallel fiber pairs. However, these solutions are now posing significant technical challenges. Scaling the symbol rate is the least viable solution because of limited component electrical bandwidth [3]. Even when electrical components achieving higher bandwidths can be fabricated, they often consume an excessive amount of electrical power for use inside data centers [4]. Scaling the number of fiber pairs inside data centers is likewise difficult. Current intra-data center links operate at 100 Gb/s or 200 Gb/s per fiber. While 400 Gb/s-per-fiber standards have been approved by the IEEE 802.3bs task force, commercial 400 Gb/s-per-fiber options are limited [5], [6]. At these per-fiber bit rates, rack-mounted switches will require hundreds of fiber connections. Data centers that rely on pluggable transceivers may soon find it difficult to fit the required number of transceivers into a single rack [7].

Another alternative to increasing the switch interface capacity is to increase the modulation order. Direct detection-compatible formats, such as non-return-to-zero on-off keying (NRZ-OOK) or M-ary pulse amplitude modulation (PAM) are common inside data centers due to their low component count, simplicity, and low power consumption. For example, 4-PAM was recently adopted by the IEEE 802.3bs task force. However, direct detection-compatible formats offer poor receiver sensitivity as they are scaled to 4-PAM and higher orders. Coherent detection and compatible formats, such as quaternary phase shift keying (QPSK) or M-ary quadrature amplitude modulation (M-QAM), provide superior receiver sensitivity, which may prove important for future links that have high optical losses.

The last commonly considered option for increasing the capacity of intra-data center links is increasing the number of optical wavelengths per fiber. Ethernet standards that leverage additional wavelengths, such as 400G-GBASE-LR8, have been successful at introducing up to eight wavelengths per fiber, but have not scaled to higher wavelength counts due to the poor receiver sensitivity of direct detection [8]. Additionally, eye-safety constraints inside data centers limit the optical power per fiber, exacerbating the issue of poor receiver sensitivity.

Co-packaging of the optics and electronics inside data center switches has been proposed to address the issues of total component footprint and electrical power consumption currently faced by pluggable transceiver architectures. Co-packaged solutions,
which may be composed of one or more photonic integrated circuits (PICs), are naturally suited for wavelength-division-multiplexed (WDM) systems due to the maturing fabrication technologies surrounding silicon photonics [7]. Moreover, by eliminating many lossy electrical switch interfaces, co-packaged optics can reduce system-level electrical power consumption by up to 30% [9].

However, integrating optics and electronics onto a single PIC can introduce significant technical challenges. Due to the bursty nature of intra-data center traffic and high power consumption of the switching circuits, the thermal environment of the co-packaged switch can fluctuate rapidly. For example, 12.8 Tbps switches can experience temperature fluctuations of greater than 1 °C per second, with peak-to-peak temperature excursions of over 15 °C. Sensitive optical components such as lasers and (de)multiplexers, if integrated near the electronics, may perform poorly in the unpredictable thermal environment, causing degraded performance or link failure.

Additionally, integrated optical devices often have high optical insertion losses. Fiber-to-PIC coupling, waveguide bends, modulators, (de)multiplexers and other components can lead to losses of tens of dB between a transmit laser and receive photodetector. Future data center architectures may employ optical switching [9], adding to the optical losses.

In this paper we present a scalable system-level architecture for data center switching that relies on coherent detection, wideband (de)multiplexers, and an external multi-wavelength source (MWS) in order to increase the capacity per fiber, while satisfying eye-safety constraints. The proposed architecture is compatible with co-packaged optical interfaces that may have large temperature fluctuations and high optical insertion losses. We analyze links based on direct detection and coherent detection to determine the optical loss budgets for various per-fiber bit rates and amplification schemes.

The remainder of the paper is organized as follows. In Section II, we discuss and quantify the challenges of highly integrated optical interfaces, such as temperature fluctuations and optical losses. In Section III we describe the proposed data center architecture on both the PIC level and system level. In Section IV, we perform noise analyses for direct and coherent detection systems under the proposed architecture. In Section V, we present numerical results for optical loss budgets and optical signal-to-noise ratio (OSNR) budgets. We present conclusions in Section VI.

II. CHALLENGES OF HIGHLY INTEGRATED OPTICAL INTERFACES

The various optical integration platforms under development offer different advantages and drawbacks for co-packaged interfaces. Silica-on-silicon (SoS) technology, which uses silica waveguides, is tolerant to temperature fluctuations due to the low thermo-optic coefficient of silica. Owing to the low index contrast between the silica waveguides and the silicon substrate, however, light is poorly confined in the waveguides, resulting in devices that have a large footprint and high power consumption [10].

Waveguides made in silicon nitride, on the other hand, exhibit lower loss and have a higher index contrast than silica waveguides, at the expense of an increased thermo-optic coefficient [11]. Silicon waveguides, fabricated with silicon-on-insulator (SOI) technology, have a higher thermo-optic coefficient than silicon nitride waveguides, but have larger index contrast and are compatible with complementary metal-oxide-semiconductor (CMOS) fabrication techniques. In this paper, we focus on the SOI material platform, as it is the most likely platform to be commercialized in the coming decade. Unfortunately, it has the highest temperature sensitivity. The results presented are valid for other material platforms with less temperature sensitivity, as will be shown in Section V.

A. Temperature Fluctuations

1) Optical Sources: The light source is one of the most temperature-sensitive components in an optical link. Temperature fluctuations induce a drift in the output frequency of integrated lasers by more than 100 GHz/°C [12]. While temperature-dependent shifts of this order may be tolerable for systems using four or eight wavelengths, links that operate with tens of distinct wavelengths will likely require stabilized carriers. Although it is possible to stabilize lasers with complex athermal designs [13] or by using thermo-electric cooling, the increase in system complexity, footprint, and power consumption of these systems is likely to be prohibitive.

Alternatively, a multi-wavelength carrier (MWC) can be input-coupled onto the PIC from an external MWS via facet or grating couplers. The MWS may be a high-power optical frequency comb or a bank of frequency-stabilized lasers coupled to a multiplexer. In either case, the output MWC is an optical field composed of equally spaced carriers of nominally equal power. Using an external MWS provides stable, high-power optical carriers without the challenges of integration on a PIC with high temperature fluctuations. In this paper, we will assume that the MWC emits in the C-band so that low-cost erbium-doped fiber amplifiers (EDFAs) can be used in system architectures requiring amplification.

2) (De)multiplexers: Wavelength multiplexers and demultiplexers are critical components for WDM optical links. There are many methods of (de)multiplexing optical signals, ranging from nested Mach-Zehnder interferometers and cascaded ring resonators to arrayed waveguide gratings (AWGs) [14]. In this paper, we consider only AWGs, owing to their low loss, small footprint, and ability to (de)multiplex many wavelengths [15].

An AWG couples an input optical field into arrayed waveguides of different path lengths, inducing interference at the output. When the temperature of an AWG changes, the relative path lengths of the arrayed waveguides changes, causing a shift in the (de)multiplexer center frequency. Typical values of the center frequency shift are 1 GHz/°C for silica AWGs and 10 GHz/°C for SOI AWGs [11]. While the exact temperature profiles of future switches are implementation-dependent, temperature swings of ±15°C may be unavoidable. For this reason, we will consider (de)multiplexer center frequency shifts up to ±150 GHz.
If the available optical bandwidth for the link is large, temperature effects can be avoided by placing optical carriers hundreds of GHz apart. In many system designs, however, the usable bandwidth is limited, as in systems using C-band EDFAs, so it is desirable to space the optical carriers more closely.

Unlike the MWS, which may be placed away from the PIC, AWGs are unlikely to be removed from the PIC because the size of the co-packaged switch may increase significantly due to the number of necessary fiber-to-PIC couplers. While numerous athermal AWG designs exist, they often increase the AWG footprint or introduce additional materials to the fabrication process, increasing cost [16].

### B. Insertion Losses

When compared to their bulk equivalent, integrated devices often exhibit high insertion losses due to waveguide roughness and bending, doping added to enable quasi-electro-optic modulation, modal field mismatch, etc. [27]. Moreover, PIC loss can depend on per-fiber capacity and the optical bandwidth of integrated components. For example, systems with lower per-fiber bit rates can utilize fiber-to-PIC couplers with narrower optical bandwidth, achieving lower loss. Alternatively, systems with higher per-fiber bit rates may use wavelengths outside the optical bandwidth of fiber-to-PIC couplers or AWGs. Additionally, systems that require polarization control, such as those using coherent detection, will require polarization-diverse couplers and polarization beam splitters that may increase the loss.

In this paper, we analyze data center switch capacities that lie generations in the future. Thus, we will focus on state-of-the-art devices and their losses in the rest of this paper. Table I shows approximate insertion loss values of the necessary on-PIC devices with references to recent work exhibiting the device performance. The loss values in Table I are generally larger than the minimum values reported to account for nonuniform loss profiles over the wide optical bandwidth studied in this paper. To provide a fair comparison between high- and low-capacity systems using direct and coherent detection, we assume a fixed transmitter and receiver PIC loss across all systems. We discuss in later sections how the results may be interpreted for systems that have different on-PIC losses than those assumed in this paper.

### III. LINK ARCHITECTURE

#### A. Coherent Co-Packaged PIC

1) Architecture: Figure 1 presents a generalized design of a co-packaged data center switch. An electrical switching circuit at the center of the PIC transmits and receives electrical signals, typically parallel signals at baud rates lower than the optical symbol rate, to banks of optical transmitters and receivers. These devices are kept close to the switching circuit to minimize electrical interface length. An external multi-wavelength source, not shown, serves as the optical source for the output signal and local oscillator for coherent detection. Acronyms: multiplexer (Mux), local oscillator (LO).

![Fig. 1. Schematic of a co-packaged data center switch. The on-PIC optical components in the transmitter and receiver banks are co-packaged with the switching circuit to minimize electrical interface length. An external multi-wavelength source, not shown, serves as the optical source for the output signal and local oscillator for coherent detection. Acronyms: multiplexer (Mux), local oscillator (LO).](image)

<table>
<thead>
<tr>
<th>Component</th>
<th>Insertion Loss</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input/Output Coupler</td>
<td>−1.5 dB</td>
<td>[17] [18]</td>
</tr>
<tr>
<td>Power Splitters and Combiner</td>
<td>−1 dB</td>
<td>[19] [20]</td>
</tr>
<tr>
<td>Waveguide (several cm)</td>
<td>−2 dB</td>
<td>[21] [22]</td>
</tr>
<tr>
<td>AWG (De)Multiplexer</td>
<td>−3 dB</td>
<td>[23] [24]</td>
</tr>
<tr>
<td>Modulator</td>
<td>−5 dB</td>
<td>[25] [26]</td>
</tr>
</tbody>
</table>
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The inset in Figure 1 shows a magnified view of the PIC. Electrical signals from the switching circuit are multiplexed to optical signals, multiplexed, and output-coupled to a single fiber. Similarly, an input WDM signal is demultiplexed and sent to optical receivers where the single-wavelength signals are detected and routed to the switching circuit. The details of the multiplexer and demultiplexer systems will be discussed in detail in Section III-B. Note that a MWC is coupled onto the PIC to serve as both the optical carriers for the WDM signal and as a local oscillator (LO) if coherent detection is used. Future designs may use a single MWS per switch or may use redundant MWSs in order to increase fault tolerance.

From Figure 1 it is clear that input coupling a MWC rather than a multiplicity of single-wavelength carriers is advantageous, because the former obviates the need for waveguide crossings. Alternatively, if single-wavelength sources are coupled onto the PIC and shared across multiple WDM transmitters or receivers, hundreds to thousands of optical waveguide crossings may be necessary, depending on the aggregate switch capacity and bit rate per fiber.

2) Footprint: An important consideration for any practical PIC implementation is the device footprint. Significant advances in silicon photonics have been made in recent years enabling low-loss and high-bandwidth grating couplers, power splitters, and (de)multiplexers [18], [19], [24]. These optical devices do not need to be located near the electrical switching circuit because they are connected via low-loss optical waveguides [28].

---
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and thus can be placed conveniently away from the center of the PIC.

However, opto-electronic devices such as optical modulators and balanced photodetectors must be placed close to the electrical switch in order to minimize the length of electrical interconnects. Lengthy on-PIC electrical interconnects require amplification and can necessitate power-hungry retimers [7]. While coherent optical receivers can be compactly placed near the edge of the electrical switch [29], integrated silicon optical modulators often require phase shifters with lengths ranging from 0.5 to 5 mm, necessitating their careful placement near the switch edge. For example, scaling to a 51.2 Tb/s co-packaged optical interface with an $80 \times 80$ mm$^2$ electrical switching circuit would necessitate an input/output bandwidth density of 160 Gb/s/mm along the switch edge. While optical modulators can be oriented so that the phase shifters are perpendicular to the switch edge, and thus parallel to other phase shifters, electronic crosstalk between modulators can limit the bandwidth density. We show in Section IV-D that architectures utilizing 4-level modulation can achieve an input/output bandwidth density of 175 Gb/s/mm. Links utilizing higher-order modulation formats are desirable because they can increase the bit rate per fiber without drastically increasing the footprint.

3) Power Consumption: While systems based on coherent detection have shown remarkable progress in recent years, such as 50+ Gbaud DP-16-QAM systems on silicon platforms [30], [31], power consumption of coherent systems is often higher than those based on direct detection due to power-hungry digital signal processing and additional components such as phase shifters or local oscillators. Yet, recently there have been several demonstrations of coherent transmitters and receivers that operate at low power. For example, DP-QPSK transmitters operating near 30 Gbaud have shown power consumption of under 1 W [32], [33]. Additionally, a fully packaged DP-QPSK transceiver operating at 30 Gbaud has been fabricated that consumes only 4.5 W [34]. As progress in SOI device technology improves, high-power, high-symbol rate transceivers may be fully realized.

B. Link Design

Figure 2 shows the proposed temperature-independent architecture for coherent links based on co-packaged optical interfaces. The system is designed to use wide-passband AWG (de)multiplexers to tolerate temperature fluctuations, while using coherent detection to minimize crosstalk between neighboring wavelengths. The dashed boxes in Figure 2 show sample spectra at various points in the link, where dotted lines indicate the relevant AWG passband optical transfer functions.

As discussed in Section II-A, the MWS is kept away from the PIC to reduce thermal effects. External to the PIC, the MWC is first de-interleaved to ensure that the on-PIC demultiplexing is able to completely separate the wavelengths. This stage is necessary for coherent systems that utilize the temperature-independent architecture because imperfect demultiplexing of the MWS can result in significant intra-channel crosstalk in the receiver. Although this may increase the total number of fiber-to-PIC couplers, the extra capacity that can be accommodated, as will be shown later, is worth the effort.

After de-interleaving, the MWC is input-coupled to the PIC, where it is demultiplexed, modulated, multiplexed, and output-coupled from the transmitter section of the PIC. Importantly, a power combiner is used after the multiplexers to ensure that the on-PIC demultiplexing is able to completely separate the wavelengths. This stage is necessary for coherent systems that utilize the temperature-independent architecture because imperfect demultiplexing of the MWS can result in significant intra-channel crosstalk in the receiver. Although this may increase the total number of fiber-to-PIC couplers, the extra capacity that can be accommodated, as will be shown later, is worth the effort.

After de-interleaving, the MWC is first de-interleaved to ensure that the on-PIC demultiplexing is able to completely separate the wavelengths. This stage is necessary for coherent systems that utilize the temperature-independent architecture because imperfect demultiplexing of the MWS can result in significant intra-channel crosstalk in the receiver. Although this may increase the total number of fiber-to-PIC couplers, the extra capacity that can be accommodated, as will be shown later, is worth the effort.

After de-interleaving, the MWC is first de-interleaved to ensure that the on-PIC demultiplexing is able to completely separate the wavelengths. This stage is necessary for coherent systems that utilize the temperature-independent architecture because imperfect demultiplexing of the MWS can result in significant intra-channel crosstalk in the receiver. Although this may increase the total number of fiber-to-PIC couplers, the extra capacity that can be accommodated, as will be shown later, is worth the effort.

After the transmitter PIC, the WDM signal is sent to the eye-safe signal path, which includes at least a section of single-mode
fiber (SMF). The signal path may also include additional lossy elements, such as optical switches or filters, employed in various advanced data center architectures. In Figure 2, a booster amplifier and preamplifier are shown as optional elements. In later sections we will discuss the implications of including amplifiers in the link.

The WDM signal is then input-coupled to the receiver PIC, where it is demultiplexed with a power splitter and widepassband AWG and routed to an integrated coherent receiver. Another external MWS, located near the receiver PIC, outputs a MWC that is input-coupled, demultiplexed, and used as a single-wavelength LO for the coherent receivers. Here, the received signal may include the desired wavelength as well as other nearby channels. However, coherent detection of the received signal, followed by electrical lowpass filtering, will dramatically reduce the crosstalk, as will be discussed in Section IV-B.

IV. PERFORMANCE ANALYSIS

A. System Model

Figure 3 presents a system model for the proposed link. The transmitter PIC loss, $\alpha_{tx}$, the signal path loss, $\alpha_{sp}$, and the receiver PIC loss, $\alpha_{rx}$, include relevant lumped losses from the device components in Section II-B. An optional booster and preamplifier are included to increase the optical power to the eyesafety limit. In the following section we will analyze coherent and direct detection performance in unamplified and amplified systems. The modulator and receiver blocks are left unspecified, and will be specified for direct detection and coherent detection systems in the following two sections.

B. Coherent Detection

Figure 4 shows the coherent modulator and receiver block diagrams. The coherent modulator (Figure 4 a) is a nested Mach-Zehnder modulator, which is assumed to have negligible $IQ$ imbalance. Figure 4 b shows a block diagram of a coherent receiver, composed of a 90° hybrid, balanced photodetectors, transimpedance amplifiers (TIAs), and lowpass filters (LPFs). The photodetector is a positive-intrinsic-negative (PIN) photodiode as it is the simplest to integrate onto most material platforms and is generally insensitive to temperature fluctuations. After the LPF, the signal is routed to circuits that performs analog-to-digital conversion, digital polarization control, carrier recovery, and data recovery. We assume that any performance penalty associated with the digital signal processing is negligible.

We analyze the performance of the in-phase ($I$) component of one polarization component at the receiver, which is representative of all four components, assuming negligible polarization and $IQ$ imbalance. The received root-mean-square (RMS) signal current is

$$I_I = R \sqrt{P_{LO} P_{rx}/8}$$

where $R$ is the PIN photodetector sensitivity, and $P_{rx}$ and $P_{LO}$ are the average signal power and LO power at the receiver input in two polarizations. Although the detected signal current also contains terms from neighboring channels, these are assumed to be suppressed by lowpass filtering.

The most common noise sources in amplified coherent detection systems are intensity noise, shot noise, amplified spontaneous emission (ASE) noise and thermal noise. Intensity noise is neglected in our analysis; LO intensity noise is suppressed by balanced detection and transmitter intensity noise is suppressed by high link losses. The other noise sources are discussed below.
1) Shot Noise: In the proposed architecture, the dominant shot noise arises from the LO. The shot noise can be modeled as Gaussian-distributed with variance given by

\[ \sigma_{sh}^2 = q \left[ R(P_{LO} + P_{rx})/2 \right] \Delta f_e \]

\[ \approx \frac{1}{2} q R P_{LO} \Delta f_e \]  

where \( q \) is the electron charge and \( \Delta f_e \) is the effective electrical bandwidth of the receiver.

2) ASE Noise: The ASE electric field in each polarization can be modeled as additive white Gaussian noise with one-sided power spectral density (PSD)

\[ S_{sp} = n_{sp} (G - 1) h\nu \]

where \( n_{sp} \) is the spontaneous emission factor, \( G \) is the amplifier gain, and \( h\nu \) is the photon energy. 

Beating between the LO and the ASE power dominates other ASE beat terms in the receiver. The variance of the noise current due to beating between LO and ASE noise, averaged over the random phase differences between the LO and ASE, is

\[ \sigma_{LO,ASE}^2 = \frac{1}{2} R^2 P_{LO} S_{sp} \Delta f_e \]  

3) Thermal Noise: The variance of the thermal noise current is independent of signal power and given by

\[ \sigma_{th}^2 = (4k_B T/R_L) F_n \Delta f_e = i_N^2 \Delta f_e \]  

where \( k_B \) is the Boltzmann constant, \( T \) is the temperature, \( R_L \) is the resistive load, and \( F_n \) is the electrical noise figure. The noise variance, as shown above, can also be represented by the RMS input-referred noise to the TIA, \( i_N \), as shown above.

4) BER: Since all of the noise sources above are approximately Gaussian and signal-independent, estimating the bit-error ratio (BER) from the received signal-to-noise ratio (SNR) will yield accurate results. In this paper we consider square, Gray-coded M-QAM constellations with high SNR. In this case, the BER can be approximated accurately as

\[ BER \approx 4(1 - 1/\sqrt{M}) \frac{\log_2(M)}{Q\left(\sqrt{\frac{3}{M - 1}} \text{SNR}\right)} \]  

where \( \text{SNR} = I_1^2/(\sigma_{sh}^2 + \sigma_{LO,ASE}^2 + \sigma_{th}^2) \) is the SNR per symbol.

C. Direct Detection Noise Analysis

Figure 5 shows a block diagram of the direct detection modulator and receiver systems. The modulator is a single Mach-Zehnder modulator and the direct detection receiver is a PIN photodiode followed by a TIA and LPF. The average signal current is then \( I = R P_{rx} \).

Similar to the case of coherent detection, intensity noise is negligible due to the low optical power at the receiver. Additionally, the shot noise due to the signal is negligible when compared to thermal noise, even in amplified schemes.

Due to square law detection, the statistics of the received signal current in the presence of ASE noise and thermal noise are non-Gaussian and signal-dependent. Moreover, in many scenarios discussed here, thermal noise and ASE noise are of comparable strength. This can be seen by analyzing the received current, \( y_m \), for the \( m \)th level of an M-PAM constellation,

\[ y_m = R|E_m + E_{ASE}|^2 + n_{th} \]  

where \( E_m = \sqrt{P_m} = \sqrt{2mP_{rx}}, E_{ASE} \) is a complex Gaussian random variable with PSD given by Equation (3), and \( n_{th} \) is a zero-mean Gaussian random variable with variance, \( \sigma_{th}^2 \), given by Equation (5). For the \( m = 0 \) case, the output current \( y_0 \) is the sum of a central chi-squared random variable and a Gaussian random variable. For \( m \neq 0 \), \( y_m \) corresponds to the sum of a non-central chi-squared random variable and a Gaussian random variable.

Figure 6 demonstrates the level-dependent probability density functions (PDFs) of a directly detected 4-PAM current signal, \( I_m \) in the presence of ASE and thermal noise. The distributions are non-Gaussian and the symbol-error probabilities are dependent on the signal power, as shown by the increasing large tails below the decision thresholds, \( d_m \) for large \( m \). In order to calculate the BER of the received signal, one must calculate the PDF.
of each $y_m$, optimize the decision thresholds, and integrate the PDFs to calculate the total BER. The details of this calculation are included in Appendix A.

In this work, we assume that the transmitted M-PAM constellation consists of equally spaced current levels, as in currently implemented 4-PAM systems. The decision thresholds shown in Figure 6 correspond to the overlap of neighboring PDFs and approximate the optimal decision thresholds well for signals with high SNR. More sophisticated methods such as transmit level optimization [35] are not discussed here.

D. Non-Ideal Modulation

In this section we briefly discuss penalties to direct detection and coherent detection systems due to modulator impairments. In this analysis, we assume both systems use dual-drive Mach-Zehnder (DD-MZ) modulators with complementary drive signals to reduce power consumption. We do not discuss some impairments such as finite modulator bandwidth because they can be corrected with small penalties via digital signal processing.

1) Limited Drive Voltage: A common limitation of integrated modulators is low modulation efficiency, resulting in a large $V_{\pi}$, which is the voltage required to induce a $\pi$ phase shift in a single phase shifter. If the complementary drive signals of a DD-MZ modulator are biased at $\pm V_{\pi}/2$, the modulation transfer function is

$$\frac{E_{\text{out}}}{E_{\text{in}}} = \sin \left( \frac{\pi V_d}{V_\pi} \right)$$

where $V_d$ is the high-frequency drive voltage driven with peak-to-peak voltage of $V_\pi$. The arms of the DD-MZ modulator can be driven with a reduced peak-to-peak voltage $V_{pp}$ to decrease power consumption without signal distortion. However, for both direct detection and coherent detection systems this causes an additional insertion loss, $\eta_d = \sin \left( \frac{\pi V_{pp}}{2V_\pi} \right)$. While our models of the modulator insertion loss in Section IV take this effect into account, we discuss in further detail the impact of additional transmission insertion loss in Section V.

2) Finite Extinction Ratio: Another important modulator impairment arises from imbalance in the two arms of the DD-MZ modulator. The transfer function of a DD-MZ modulator with power imbalance $\delta$ is

$$\frac{E_{\text{out}}}{E_{\text{in}}} = \left( 1 - \frac{\delta}{2} \right) e^{-i\pi V_d/V_\pi} - \left( 1 + \frac{\delta}{2} \right) i e^{i\pi V_d/V_\pi}$$

$$= \sin \left( \frac{\pi V_d}{V_\pi} \right) - i \delta \cos \left( \frac{\pi V_d}{V_\pi} \right).$$

Due to square-law detection in direct detection receivers there is a performance penalty resulting from a finite extinction ratio, $r_{ex} = \delta^2$. While SOI modulators with high extinction ratios have been reported [20], [33], we assume $r_{ex} = -10$ dB, which is realistic for current low-power integrated modulators [36], [37]. Furthermore the impact of a finite extinction ratio on modulator performance depends on the dominant noise statistics at the receiver. These effects are included in the discussion of direct detection receiver statistics in Appendix A.

In coherent systems, power imbalance in the arms of the DD-MZ modulators results in coupling between the in-phase and quadrature signals. This coupling is deterministic, as shown by Equation (9), and thus the crosstalk can be mitigated by predistorting the modulator drive signals [38]. However, in order to compensate for this crosstalk, the drive voltage of the modulators must be reduced, resulting in an additional insertion loss for M-QAM modulation formats

$$\eta_{ex} = \left( 1 - \delta \sqrt{1 - \frac{1}{(\sqrt{M} - 1)^2}} \right)^2$$

(10)

where we have assumed that $V_d$ has peak-to-peak voltage of $V_\pi$ and both the in-phase and quadrature modulators have equal-magnitude power imbalances $\delta$.

3) Electronic Crosstalk: Finally, if DD-MZ modulators are placed closely enough on the transmitter PIC, high-frequency electrical drive signals can couple to each other, resulting in crosstalk between signal streams. However, with careful design, electrical crosstalk can be avoided. For example, if depletion-type silicon DD-MZ modulators are spaced at least 600 $\mu$m apart, the crosstalk can be reduced to $-30$ dB [39]. For modulation schemes utilizing 4-level modulation such as 4-PAM or DP-16-QAM, the resulting input/output bandwidth density is greater than 175 Gb/s/mm at this spacing.

As will be discussed in Section V, the considered coherent and direct detection systems can operate at lower signal-to-noise ratios due to the used of error correcting codes. Crosstalk of $-30$ dB for the system parameters in Section V results in a penalty of less than 0.3 dB for even the least-tolerant system designs. For this reason we do not include these effects in our calculations.

V. RESULTS AND DISCUSSION

A. Figures of Merit

Traditionally, data center links use direct detection without optical amplification. Since these links are dominated by thermal noise, the receiver sensitivity metric, defined as the minimum optical power necessary to achieve a target BER, is valuable because it allows the optical loss budget to be determined easily. However, future data center architectures that rely on densely packed WDM signals or use optical switches or other lossy components may need to employ optical amplifiers, most likely EDFAs. In some of these cases, amplifier noise may dominate the thermal noise in the receiver. In these cases, the OSNR may be a useful alternate to the optical loss budget as a metric for quantifying overall link performance.

The optical loss budget corresponds directly to the amount of tolerable optical loss in the signal path before the BER exceeds the target BER. The OSNR budget, similarly, corresponds to the total tolerable decrease in OSNR in the signal path before the target BER is exceeded.

B. System Parameter Values

Table II lists the relevant simulation parameters for the simulations that follow. The symbol rate is 56 Gbaud with a total signal bandwidth of 75 GHz in order to reduce the complexity
of pulse shaping in the transmitter. The effective electrical bandwidth of the receiver, \( \Delta f_{\text{e}} \), is assumed equal to the symbol rate. A 12\% overhead associated with coding (7\%) and Ethernet (5\%) protocols reduces the effective baud rate to 50 Gbaud. A forward error correction (FEC) code, such as RS(255, 239), which has an overhead of 7\% and 5.6 dB coding gain with target BER of 1.8 \times 10^{-4}, is assumed here.

In the following simulations, we analyze four different modulation formats: NRZ-OOK, 4-PAM, QPSK, and 16-QAM. The direct detection formats (NRZ-OOK and 4-PAM) are commonly used in data center links today, while the coherent formats (QPSK and 16-QAM) are common in metropolitan area links but have not been extensively used inside data centers.

### Optical Loss Budget

Figure 7 shows the signal path loss budget for various demultiplexer offsets and amplifier configurations. The subfigures in Figure 7 correspond to demultiplexer center frequency offsets of (a) \( \pm 0 \) GHz, (b) \( \pm 50 \) GHz, (c) \( \pm 100 \) GHz, and (d) \( \pm 150 \) GHz.

The three compared scenarios are: (1) no amplifier, where optical amplifiers are not used in the link (triangles); (2) booster only, where a booster amplifier immediately follows the transmitter to increase the optical power to the eye-safety limit (squares); and (3) booster and preamplifier, where a booster amplifier immediately follows the transmitter and a preamplifier is placed before the receiver to boost the signal power up to the eye-safety limit (circles).

The dashed lines in Figure 7 correspond to the optical bandwidth-limited per-fiber bit rates for each modulation format. This is calculated by spacing the modulated carriers in the WDM signal as far apart as possible within the entire usable optical bandwidth of 5 THz. For direct detection, the maximum capacity per fiber occurs when the wavelengths are spaced at the minimum AWG passband width required to ensure that neighboring channels do not drift into the passbands of different receivers for the maximum specified (de)multiplexer shift. This is evident in Figure 7 due to the leftward shift of the dashed lines for direct detection from Figure 7 a to Figure 7 d. Increasing the maximum demultiplexer center frequency offset, corresponding to higher temperature fluctuations, increases the minimum AWG passband width, necessitating a wider wavelength spacing in the WDM signal.

For coherent detection, however, the maximum bit rate per fiber is not determined by the minimum AWG passband width, because interference from nearby wavelengths can be tolerated due to the temperature-insensitive design, as discussed in Section III-B. However, shifts in the (de)multiplexer center frequency do result in decreased loss budget because the power combiner and splitter ratios must be increased. These effect are evident by large jumps in the loss budget for coherent modulation formats at high bit rates per fiber in the presence of large demultiplexer center frequency offsets.

Some highly amplified system implementations have loss budgets that decrease nonlinearly when the bit rate per fiber is increased. For example, in Figure 7 a, both 4-PAM and DP-16-QAM implementations decrease significantly near 25.6 Tb/s per fiber and 3 Tb/s per fiber, respectively. This effect is caused by the dominance of thermal noise in the receiver. In these cases, the ASE noise and thermal noise have similar strengths, where the resultant BER is near, but below, the target BER. Increasing the bit rate per fiber increases the number of wavelengths, which decreases the received power. Since the receiver noise includes a significant contribution from thermal noise, the ASE noise must be decreased significantly to compensate, decreasing the loss budget significantly. The absolute limit on the bit rate per fiber for these systems can be calculated by analyzing the receiver sensitivity solely in the presence of thermal noise, taking into account the total power at the receiver and number of wavelengths.

From Figure 7 it is clear that unamplified direct detection links will be difficult to scale beyond 400 Gb/s per fiber with copackaged optical interfaces due to high loss and poor receiver sensitivity. While both unamplified direct and coherent detection systems with lower transmitter PIC losses may have larger loss budgets than shown in Figure 7, the per-fiber bit rate of direct detection systems is limited by the maximum eye-safe optical power in the signal path. Indeed, even for systems that utilize a booster amplifier immediately following the transmitter PIC, the loss budget for 800 Gb/s-per-fiber systems is less than 4 dB.

Coherent systems not only provide a high loss budget, but can also support more wavelengths, due to the temperature-insensitive design. For example, in the presence of \( \pm 150 \) GHz demultiplexer center frequency offsets, amplified systems based on DP-16-QAM can support 12.8 Tb/s per fiber with a loss budget of \( \sim 9 \) dB while links based on 4-PAM can support less than 1.3 Tb/s per fiber. Even at the low bit rate of 400 Gb/s per fiber, systems using QPSK offer over 20 dB higher loss budget than NRZ-OOK systems.
D. OSNR Budget

Figure 8 shows the signal path OSNR budgets for various demultiplexer offsets and amplifier configurations. The subfigures in Figure 8 correspond to demultiplexer center frequency offsets of (a) ±0 GHz, (b) ±50 GHz, (c) ±100 GHz, and (d) ±150 GHz. The OSNR budget is a useful metric for future systems that utilize optical amplifiers to compensate for substantial optical losses, such as in optical switches. We consider the second scenario from the previous section, corresponding to a system that only has a booster amplifier and assume that the WDM signal power at the receiver is equal to the eye-safety limit.

The OSNR budget presented in Figure 8 is similar to the loss budget at low bit rates per fiber for systems that employ both a booster amplifier and preamplifier, as shown in Figure 7. At these bit rates, additional power combiners and splitters in the transmitter and receiver PICs are unnecessary because the (de)multiplexer passbands are wide enough to accommodate large temperature fluctuations. Thus, the signal path optical loss, which is fully compensated by the preamplifier, is equivalent to a degradation in the OSNR.

By contrast, for coherent systems at high bit rates per fiber, the OSNR budget differs significantly from the loss budget. This effect is demonstrated in Figure 8d for bit rates per fiber greater than ~3 Tb/s. Here, due to the design of the thermally insensitive demultiplexing scheme, losses in both the transmitter and receiver PICs increase as the bit rate per fiber increases. The additional receiver loss does not impact the OSNR budget because the noise in the receiver is dominated by ASE, which is also attenuated. However, additional losses in the transmitter PIC reduce the OSNR at the output of the booster amplifier. Therefore, the OSNR budgets in Figure 8 are lower than the amplified loss budgets in Figure 7 when additional losses are introduced into the transmitter.
Interestingly, from Figure 8, amplified direct detection systems can provide large OSNR budgets. However, as with the loss budget, for large demultiplexer center frequency offsets, the limited optical bandwidth significantly reduces the achievable bit rate per fiber. For example, for $\pm 150$ GHz demultiplexer center frequency shifts, DP-16-QAM can scale to over 13 Tb/s while 4-PAM systems are limited to less than 1.3 Tb/s.

**VI. CONCLUSION**

We have proposed a scalable intra-data center link architecture based on co-packaged switch interfaces that can tolerate (de)multiplexer shifts induced by temperature fluctuations. We analyze direct detection and coherent detection links to determine the loss budget and OSNR budget for unamplified and amplified systems. Unamplified intra-data center links based on direct detection are not a scalable solution due to their poor receiver sensitivity and limited ability to scale to higher WDM channel counts. Even introducing amplifiers into direct detection links may only allow bit rates per fiber to scale by a factor of two or three. Coherent detection can provide over 20 dB loss budget for unamplified systems. Amplified coherent detection can scale to bit rates per fiber exceeding 12.8 Tb/s, an order of magnitude larger than amplified direct detection systems.

**APPENDIX A**

**M-PAM RECEIVER WITH NON-GAUSSIAN STATISTICS**

As discussed in the main text, the addition of ASE noise in direct detection systems results in an electrical signal with non-Gaussian statistics at the receiver. Here we analyze and discuss the signal PDF in the presence of both ASE noise and thermal noise. We assume there is negligible inter-symbol interference, infinite extinction ratio, and ideal sampling. Equation (7) can be normalized to the total ASE power in the signal bandwidth such that the normalized received signal is

$$Y_m = \frac{y_m}{I_{ASE}} = \frac{1}{\sqrt{\lambda_m} + \tilde{E}_{ASE}}^2 + N_{th} = L_m + N_{th}. \quad (11)$$

where $I_{ASE} = RS_{sp}\Delta f_e$ is the RMS noise current from ASE noise in the receiver bandwidth, $\Delta f_e$, the ASE PSD, $S_{sp}$, is
defined in Equation (3) and the level-dependent non-centrality parameter is

\[ \lambda_m = \frac{I_m}{I_{ASE}} + r_{ex} \left( \frac{M - 1 - m}{M - 1} \right) \frac{I_M}{I_{ASE}} \]  

(12)

where the effect of a finite modulator extinction ratio, \( r_{ex} \), is included. We have also introduced the complex normal variable, \( E_{ASE} \sim N(0,1) \) and the real normal variable \( N_{th} \sim N(0, \sigma_{th}/I_{ASE}) \), where \( \sigma_{th} \) is defined in Equation (5).

From this formulation it is clear that the first term, \( L_m \), is a non-central chi-squared random variable with non-centrality parameter \( \lambda_m \). However, the number of degrees of freedom, \( k \), of \( L_m \) depends on the total optical bandwidth of the ASE noise, \( \Delta f_o \), incident onto the PIN photodetector. The conservative approximation \( k \approx 2\Delta f_o/\Delta f_e \), where \( k \), is an integer, can be made if the optical bandwidth is much larger than the electrical bandwidth. This condition is satisfied for nearly all the systems considered in Figure 7. In the few situations where the electrical bandwidth is comparable to the optical bandwidth, such as in Figure 7a for the booster amplified and pre-amplified direct detection cases, the thermal noise dominates the ASE-ASE beat noise in the receiver, so the effect of any inaccuracy in the approximation is negligible.

We can check that this model is consistent with common Gaussian approximations of the level-dependent PDFs for systems dominated by ASE noise. The variance of the received current, \( \sigma_{y_m}^2 \), assuming the thermal noise \( n_{th} \) and extinction ratio \( r_{ex} \) are negligible, is given by

\[ \sigma_{y_m}^2 = \frac{I_{ASE}^2}{2} \text{Var}(L_m) \]

\[ = R^2 S_{sp}^2 \Delta f_e^2 (2k + 4\lambda_m) \]

(13)

Here, the variance of the received current is composed of exactly the same two terms as the Gaussian approximation [41], where the first term corresponds to ASE-ASE beat noise and the second term corresponds to signal-ASE beat noise.

Then, the PDFs of the two random variables in Equation (11), \( L_m \) and \( N_{th} \), are

\[ f_{L_m}(y) = \frac{1}{2} e^{-(y+\lambda_m)/2} \left( \frac{y}{\lambda_m} \right)^{k/2-1/2} I_k(\sqrt{\lambda_m}y) \]

(14)

\[ f_{N_{th}}(y) = \frac{1}{2\pi\sigma_N^2} e^{-y^2/2\sigma_N^2} \]

(15)

where \( I_p(y) \) is a modified Bessel function of the first kind and the normalized variance of \( N_{th} \) is \( \sigma_N = \sigma_{th}/I_{ASE}^2 \).

Finally, since \( L_m \) and \( N_{th} \) are independent noise sources, the PDF of the normalized received signal, \( Y_m \), can be determined by a convolution of the PDFs in Equations 14 and 15 such as

\[ f_Y(y) = f_{L_m}(y) \ast f_{N_{th}}(y). \]

(16)

In order to optimize the \( M - 1 \) decision thresholds, we sample the PDF in Equation (16) and calculate the values of \( y \) for which the PDFs of the \( M \) PDFs overlap. The intersection of the PDFs approximates the optimal decision threshold in the case of Gaussian-like PDFs. Figure 6 demonstrates the optimal decision levels for an ASE-dominated direct detection receiver.

To calculate the symbol-error probability, \( P_e \), we integrate the tails of each of the \( M \) PDFs up to the decision thresholds. We assume that the receiver operates in the large SNR regime so that the errors are dominated by nearest neighbors. For a Gray-coded M-PAM constellation the bit-error ratio can be calculated with \( BER \approx P_e/\log_2(M) \).
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