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Abstract—Intra-data center links are subject to transmission
impairments that pose challenges for efficient scaling of per-
wavelength data rates beyond 100 Gb/s. Limited electrical and
optical component bandwidths, limited data converter resolution,
and direct detection induce significant signal-dependent distortion,
degrading receiver sensitivity (RS) and chromatic dispersion toler-
ance. In this paper, we present a geometric shaping (GS) scheme
that optimizes transmitted intensity levels based on symbol-error
statistics observed at the receiver. The proposed GS scheme adjusts
these levels to achieve substantially equal symbol-error probabili-
ties at all decision thresholds. The scheme enables the levels most
affected by signal-dependent distortion to be detected with the
same reliability as other levels, thereby increasing the effective-
ness of linear or nonlinear equalization techniques. This can be
exploited to improve RS and extend transmission distance for a
fixed equalization scheme or, alternatively, to reduce the complexity
of signal processing needed to achieve a target RS or transmission
distance. For example, in 200 Gb/s PAM links, GS and 21-tap
linear equalization achieves RS and reach similar to uniform level
spacing and Volterra nonlinear equalization with 21 linear and
3 second-order taps.

Index Terms—Geometric shaping, direct detection, optical
communications.

I. INTRODUCTION

A RISE in global Internet traffic, primarily from video
and machine-learning applications, has caused a massive

increase in intra-data center (DC) bandwidth requirements [1].
To meet these demands, many data center operators have adopted
high per-wavelength data rates and coarse wavelength-division
multiplexing (CWDM) [1], [2] or other forms of WDM. Intra-
DC optical links are often subdivided into two categories [3]. The
shortest-reach optical links have lengths up to a few hundred
meters and traditionally have used multi-mode fiber (MMF).
Intra-DC links beyond this length use single-mode fiber (SMF)
to avoid modal dispersion [4]. Using multilevel pulse-amplitude
modulation (PAM) and direct detection (DD) at data rates up to
100 Gb/s per wavelength, they typically achieve maximum link
lengths ranging from 2 to 20 km. These intra-DC links are the
focus of this paper.
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Efficiently scaling intra-DC links beyond 100 Gb/s per wave-
length will require the mitigation of two key impairments. First,
intra-DC transceivers use small-form-factor components that
often have low bandwidth and substantial nonlinearity, which
combine to cause considerable distortion [3]. Second, the combi-
nation of chromatic dispersion (CD) with DD results in nonlinear
distortion, and the effects of CD are exacerbated by CWDM,
which employs wavelengths away from the dispersion zero.
The above-mentioned forms of distortion cause intersymbol
interference (ISI). Since the amount of ISI typically differs from
one signal level to another, we refer to these forms of distortion
collectively as signal-dependent distortion.

Geometric shaping (GS) provides a method to reduce the
impact of signal-dependent distortion in DD optical links. GS is
often defined as the optimization of the locations of constellation
points (which are intensity levels in DD systems) according
to some specified criterion [5]. In this paper, we focus on
minimizing signal-dependent distortion arising from transmitter
bandwidth limitations and CD in unamplified DD links. Various
GS schemes using conventional optimization techniques [6], [7],
[8], [9], [10], [11], [12], [13] or machine learning [14], [15],
[16] have been previously proposed for intensity modulation
(IM)/DD optical links. While GS schemes using autoencoders
or other machine learning techniques have been used to improve
the performance of various optical links [14], [15], [16], [17],
[18], [19], the strict cost and complexity limits on intra-DC
links lead us to focus primarily on non-machine learning-based
GS schemes. Among schemes using conventional optimization
techniques, all previously proposed GS schemes for IM/DD
links either parameterize the signal constellation by up to several
variables or assume the noise distribution at the receiver follows
a Gaussian distribution. These assumptions limit the effective-
ness of these previously proposed GS schemes in IM/DD links
in which nonlinear signal-dependent distortion is a significant
factor.

In this paper, we use GS to reduce the impact of signal-
dependent distortion on receiver sensitivity (RS) in unamplified
DD optical links. Our proposed GS algorithm distinguishes itself
from previously proposed GS schemes for DD-based optical
interconnects by achieving the optimization objective without
parameterizing the signal constellation nor assuming the domi-
nant noise source follows a Gaussian distribution. The proposed
GS scheme reduces the impact of signal-dependent distortion by
increasing the distance between intensity levels most affected by
distortion. The resulting optimized signal constellation causes
each level to be detected with the same fidelity as any other level,
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Fig. 1. (a) Block diagram of an IM/DD optical link without optical amplification. (b) The corresponding equivalent baseband model.

thereby improving equalizer performance, RS, and transmission
reach. The proposed scheme can alternatively be used to reduce
the complexity of the signal processing required to achieve a
target RS or transmission reach. We also study data converter
resolution requirements and show that the proposed GS scheme
can reduce the impact of finite data converter resolution. While
we use GS to reduce the impact of distortion arising from
modulator nonlinearities, CD, and data converters, the proposed
GS scheme can be straightforwardly used to compensate for
other forms of signal-dependent distortion. Although current
intra-DC interconnects typically use p-i-n photodetectors that
produce signal-independent noise, the proposed GS scheme can
also mitigate signal-dependent noise, as in DD receivers using
APDs or SOAs [7].

The remainder of the paper is organized as follows. Section II
introduces the system model, emphasizing the modeling of
modulators, which are important sources of signal-dependent
distortion in IM/DD links. Section III presents the proposed GS
scheme and the performance metrics that are used to evaluate
the efficacy of the proposed scheme. Section IV quantifies the
performance benefit of GS in combating bandwidth limitations
and chromatic dispersion in systems using linear equalization
and Volterra nonlinear equalization. Section V studies GS for
200 Gb/s-per-wavelength CWDM intra-DC links, including data
converter resolution, drive signal optimization, and implemen-
tation complexity. Section VI concludes the paper.

II. SYSTEM MODEL

In this section, we describe our model for IM/DD optical links,
placing emphasis on modulator modeling. We define the relevant
notation and present the system design parameters assumed
throughout the paper.

A. Overview

Fig. 1(a) and (b) depict a block diagram and equivalent
baseband model for an IM/DD optical link, respectively. We first
use the block diagram to describe the set of link components that
constitute the IM/DD link model. We then derive the equivalent
baseband model from the block diagram using analytical models
for each of the constituent components. The equivalent baseband
model in Fig. 1(b) is employed in our numerical simulations.

Fig. 1(a) begins with a finite sequence of M -PAM sym-
bols. The digital-to-analog converter (DAC) transforms the

M -PAM sequence into a sequence of voltages that are subse-
quently input to the modulator. The resulting modulated op-
tical signal is transmitted through the fiber to the receiver,
where is it converted to a current by the photodetector. The
trans-impedance amplifier (TIA) converts the current into a
usable voltage, which is subsequently filtered by the anti-aliasing
(AA) low-pass filter (LPF). The filtered voltage signal is sampled
by the analog-to-digital converter (ADC) to generate a sam-
pled sequence. A finite impulse response (FIR) equalizer (EQ)
processes the sampled sequence to reduce ISI. The resulting
sequence is mapped to a decoded M -PAM sequence by the
hard-decision device.

The equivalent baseband model in Fig. 1(b) also begins
with a finite sequence of M -PAM symbols a0, a1, . . . , aN−1
of length N . The ith transmitted symbol assumes one of M
possible values ai ∈ {A0, . . ., AM−1}, where Aj denotes the
jth symbol in the M -PAM alphabet. The symbol sequence is
input to the DAC, which generates an analog electrical drive
signal V (t). The target amplitudes of the analog drive signal
are designed to achieve a specified set of output powers in the
transmitted optical signal after accounting for the modulator
nonlinear transfer characteristic fmod(·). The target output pow-
ers {P0, P1, . . . , PM−1} are mapped to the pre-distorted voltage
amplitudes {V0, V1, . . . , VM−1} by the inverse modulator char-
acteristic f−1mod(·). The resulting peak-to-peak voltage is given by
Vpp = |VM−1 − V0|. The extinction ratio rex is defined as the
ratio of the maximum and minimum powers at the modulator
output.

The M -PAM input sequence assumes voltage amplitudes
from the set {V0, V1, . . . , VM−1}. The voltage sequence is
quantized by the function QDAC, which is parameterized by a
full-scale interval ΔDAC = [ΔDAC,min,ΔDAC,max], clipping ratio
rDAC, and resolution BDAC [20]. We assume ΔDAC is centered
with respect to the input sequence minimum and maximum.
rDAC is defined as the ratio of ΔDAC,max −ΔDAC,min to Vpp. For
each simulation, rDAC is chosen to minimize the empirical mean-
squared difference between the unquantized input sequence and
the quantized output sequence. The DAC codebook consists of
values equally spaced over the interval ΔDAC, and each element
of the input sequence is quantized to the nearest value in the
codebook. Similar to [21], the bandwidth limitations of the DAC
are described by an impulse response hDAC(t), which is the
cascade of a zero-order hold filter and a 5th-order Bessel filter. As
seen in the baseband model of Fig. 1(b), the overall transmitter



LIANG AND KAHN: GS FOR DISTORTION-LIMITED IM/DD DC LINKS 7202917

bandwidth limitation results from the convolution of hDAC(t)
and the modulator impulse response hmod(t).

The nonlinear characteristics of the modulator follow the
linear low-pass filtering effects of hmod(t). The two effects
captured in our model are the instantaneous nonlinear transfer
characteristic fmod(·) and modulator chirp fchirp(·). We defer
further discussion of the modulator model to Section II-B.

After modulation, the signal is coupled into an SMF with
zero-dispersion wavelength λ0 and dispersion slope parameter
S0, yielding a dispersion parameter given by

D(λ) =
S0

4

(
λ− λ4

0

λ3

)
, (1)

where λ is the wavelength of the optical signal. We model the
dispersion on each channel using the dispersion parameter at its
center frequency.

After transmission through the SMF, the transmitted optical
signalE(t) is detected at the receiver using a PIN photodetector,
generating electrical current I(t). Shot noise is added with one-
sided power spectral density (PSD)

Sshot(f) = 2q(RPrec + Id), (2)

where q is the electron charge, R is the responsivity of the pho-
todetector, Prec is the received optical power and Id is the dark
current [22]. The current is converted to a usable voltage by the
TIA with input-referred noise In. In is related to the one-sided
AWGN PSD of the thermal noise by N0 = I2n. Thermal noise
is dominant in well-designed unamplified IM/DD links, so we
neglect any impact of relative intensity noise (RIN) [23].

The detected voltage is input to an analog 4th-order But-
terworth LPF with cutoff frequency f3dB,AA = 0.5 ·Rs · ros,
where Rs is the baud rate and ros is an oversampling rate. The
filtered electrical signal is input to the ADC with a specified
effective number of bits (ENOB) and sampled at a sampling
rate of Rs · ros. The effects of bandwidth limitations and non-
linear distortion are partially compensated using an adaptive,
fractionally spaced finite impulse response equalizer (FIR-EQ)
with ros = 5/4, which is updated using the least mean squares
algorithm. We analyze both linear feed-forward equalization
(FFE) and second-order Volterra nonlinear equalization (VNLE)
in this paper. The memory lengths for the first-order linear
kernel and the second-order nonlinear kernel are ntaps,1 and
ntaps,2, respectively. The real-valued equalizer output sequence
of length N is denoted b0, b1, . . . , bN−1.

A hard-decision decoder with M − 1 inner decision lev-
els bth,1, bth,2, . . . , bth,M−1 and two outer decision thresholds
bth,0 and bth,M maps the equalizer output to a detected M -
PAM symbol sequence â0, â1, . . . , âN−1. The outer decision
thresholds are defined as bth,0 = −∞ and bth,M = +∞. The
ith detected symbol is âi = Aj when b ∈ (bth,j , bth,j+1). A
symbol error on the ith transmitted symbol occurs whenai �= âi.
The decoded symbol sequence is mapped to a decoded bit
sequence using Gray coding if M is a power of two or the
2-dimensional 6-PAM mapping described in [24] when M = 6.
The bit-error ratio (BER) is computed on the subset of decoded
bits after the adaptive equalizer has converged. Denoted by
BERtarget, the pre-forward error-correction (pre-FEC) threshold

Fig. 2. EAM absorption vs. drive voltage based on [29]. The solid line
represents the instantaneous transfer characteristic and the dashed lines denote
the region over which the EAM is operated, assuming the modulator is biased
at an insertion loss of 2.38 dB and a peak-to-peak voltage of 2 V. The insertion
loss, extinction ratio, and peak-to-peak voltage are indicated by the dashed lines.

BER is 1.8× 10−4, slightly below the 6.25% overhead KP4-
FEC threshold BER of 2.4× 10−4 [25].

B. Electro-Absorption Modulator

As intra-DC links have shifted from binary to multi-level mod-
ulation, these links have shifted toward external modulators [2],
[26], [27]. In our model, we assume an electro-absorption mod-
ulator (EAM), owing to its advantages for intra-DC links [28].
Compared to directly modulated lasers, EAMs generally have a
wider modulation bandwidth, a smaller linewidth enhancement
factor, and a larger extinction ratio. Compared to Mach-Zehnder
modulators, EAMs are typically smaller, consume less power,
and require lower driving voltages.

Various models can capture modulator nonlinearity, includ-
ing memoryless nonlinear transfer characteristics [30], Volterra
series [31], or finite-difference time-domain models [32]. We
model the EAM as a Wiener system, which comprises a lin-
ear system with memory followed by a memoryless nonlinear
system. Following common practice, we model the bandwidth
limitations of EAMs using a two-pole LPF with 3-dB cutoff fre-
quency f3dB,mod [33]. The instantaneous nonlinearity is modeled
using a voltage-to-absorption transfer characteristic αdB(V (t)).
Fig. 2 depicts the transfer characteristic of the EAM used in our
analysis, which is derived from [29] using a cubic spline fit. The
insertion loss (IL), extinction ratio, and peak-to-peak voltage are
depicted in the figure. Assuming a fixed input laser power, the
relationship between the transmitted electrical field amplitude
and the drive voltage is given by

|E(t)| = fmod(V (t)) =
√
Pin · 10−αdB(V (t))/10. (3)

The Kramers-Kronig relations imply that electro-absorption-
based intensity modulation necessarily leads to phase modu-
lation of the optical signal. In EAMs, transient chirp is the
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TABLE I
SIMULATION PARAMETERS

dominant source of phase modulation [34], [35] and is modeled
by a transient phase shift

Δφ(t) = fchirp (|E(t)|) = α

2
ln
(
|E(t)|2

)
, (4)

where α is the linewidth enhancement factor. In general, α is a
function of the applied voltage and can be designed to fall within
a certain range [32], [36]. In this paper, we study α over a range
of [0, 3] and assume α is independent of the applied voltage to
reduce the dependency on a specific modulator model. When
not explicitly studying the effect of varying α, we often assume
α = 2 to represent a relatively high, but practically relevant value
for the modulator chirp.

C. Simulation Parameters

The simulation parameters used in this study are listed in
Table I. A row with exactly one numerical value indicates that
the value is used in all simulations presented. Rows with two
or more numerical values indicate simulation parameters that
vary across different simulations. The parameter values used in a
given numerical simulation are provided either in the associated
figure caption or legend, except when the values can be inferred.
rex and Vpp are one such example, as only one is typically
specified to avoid providing redundant information.

III. GEOMETRIC SHAPING

Constellation shaping typically refers to the optimization of
a transmitted constellation according to some criterion. Opti-
mization criteria may include metrics such as mutual informa-
tion, generalized mutual information, or symbol-error probabil-
ity [37]. In probabilistic shaping (PS), the input probability dis-
tribution is optimized while keeping the location of the constel-
lation points fixed, while in GS, the locations of the constellation
points are optimized without modifying their distribution.

Fig. 3. PDFs of the equalizer output b conditioned on a transmitted symbol
Aj , j ∈ {0, 1, 2, 3}. pj,+ and pj,− denote the probabilities, conditioned on
the transmission of symbol Aj , that b is below and above bth,j and bth,j+1,
respectively. The bth,j , j = 1, 2, 3 are chosen such that pj−1,+ ≈ pj,−. In (a),
the mean values of the conditional PDFs are uniformly spaced. In (b), the means
of b conditioned on A0 and A3 are unchanged from part (a), while the means
of b conditioned on A1 and A2 are shifted so that pj,− ≈ pj,+ for j = 1, 2.

In this section, we present our proposed GS scheme and the
algorithmic implementation used throughout the paper. We then
introduce a set of performance metrics that are used throughout
the paper to quantify the benefits of the proposed scheme. Our
terminology and notation are specific to IM/DD systems using
M -PAM.

A. Proposed Geometric Shaping Scheme

In many IM/DD systems, the detected electrical signal is sub-
ject to significant signal-dependent distortion, and optimizing
the transmitted intensity levels to account for this distortion may
improve overall system performance. Signal-dependent distor-
tion in unamplified IM/DD links can arise from a combination of
component bandwidth limitations and nonlinear transfer char-
acteristics and a combination of CD, modulator chirp, and DD.
These two sources of signal-dependent distortion are analyzed
further in Section IV. In presenting the proposed GS scheme, we
first describe the optimization method using generic probability
density functions (PDFs), then present a specific algorithm used
for optimizing the transmitted intensity levels.

Fig. 3(a) and (b) depict generic conditional PDFs of the equal-
izer output b given a transmitted symbol Aj , which are denoted
p(b|Aj), j ∈ {0, 1, 2, 3}. The variances of identically labeled
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conditional PDFs are equal in the two subfigures. The variances
of the conditional PDFs increase with the index j. In Fig. 3(a), the
conditional means of the PDFs are equally spaced. In Fig. 3(b),
the means of b conditioned on A1 and A2 are shifted from those
in Fig. 3(a) so that pj,− ≈ pj,+ for j = 1, 2. Here, pj,+ and pj,−
denote the probabilities, conditioned on transmission of symbol
Aj , that the equalizer output b is above and below the decision
thresholds bth,j+1 and bth,j , respectively. The bth,j , j = 1, 2, 3
are set so that pj−1,+ ≈ pj,− and are denoted as equal-crossover
decision thresholds.

As seen in Fig. 3(a), when equally spaced intensity levels are
used, signal-dependent noise and distortion can lead to substan-
tially different symbol-error rates at the various decision thresh-
olds. In the proposed GS scheme, we adjust the transmitted inten-
sity levels, subject to fixed minimum and maximum drive volt-
age constraints, in order that pj,+ ≈ pj,−, j = 1, 2, . . . ,M −
1. Using equal-crossover decision thresholds further ensures
that pj−1,+ ≈ pj,−, j = 1, 2, . . . ,M − 1. Conditional PDFs op-
timized using this scheme are depicted in Fig. 3(b), and result in
substantially equal error probabilities at all decision thresholds.

One may contrast equal-crossover decision thresholds with
maximum-likelihood (ML) decision thresholds. The ML
thresholds bML

th,j would be set such that p(bML
th,j |Aj−1) =

p(bML
th,j |Aj), j = 1, 2,M − 1, i.e., at the crossing points between

adjacent conditional PDFs. The ML decision thresholds typi-
cally lie close to the respective equal-crossover decision thresh-
olds. Our proposed GS scheme uses equal-crossover decision
thresholds instead of ML decision thresholds for two reasons.
First, in the proposed GS scheme, equal-crossover decision
thresholds are required to achieve the goal of approximately
equal error probabilities at all decision thresholds. Second,
equal-crossover decision thresholds are found to speed up the
convergence of our proposed iterative GS algorithm over ML
decision thresholds when distortion is most significant on only
a small subset of the transmitted intensity levels.

1) Geometric Shaping Algorithm: Algorithm 1 describes an
iterative procedure for obtaining a set of drive voltage levels that
achieves substantially equal error probabilities at all decision
thresholds. The algorithm presumes a fixed drive voltage range
defined by minimum and maximum voltages V0 and VM−1. The
algorithm outputs a set of M − 2 drive voltages that correspond
to the inner transmitted intensity levels.

The GS optimization scheme also takes as input the laser
power input to modulator Pin, modulation order M , BERtarget,
and constants K, δ, and δmin. K, M , and BERtarget are used in
computing C, which is, in turn, used as a regularization term.
δ · Pdiff defines the maximum step size, in L1 norm, between
{P (i)

1 , P
(i)
2 , . . . , P

(i)
M−2} and {P (i−1)

1 , P
(i−1)
2 , . . . , P

(i−1)
M−2 }.

Algorithm 1 is inspired by the classic gradient descent algo-
rithm and uses regularized update steps and an adaptive learning
rate. Lines 1 through 6 set the initialization values for the
algorithm. Lines 7 through 16 constitute the iterative updates
to the transmitted intensity levels. The number of symbols N
is chosen to be sufficiently large to obtain accurate estimates
of p

(i)
j,− and p

(i)
j,+, which can be updated in an online fashion.

The conditional decision error probabilities at the receiver are
collected in line 9 and processed into a relative difference metric

Algorithm 1: Geometric Shaping Algorithm.

εj in line 10. εj is normalized to have unit L1 norm and then
used to update the transmitted intensity levels. The algorithmic
complexity of computing P

(i)
j in each update step is O(M),

which is independent of N .
Line 13 in Algorithm 1 is a condition to infer whether the

transmitted intensity levels have converged to the vicinity of
some fixed points, and reduces the parameter δ by a factor
of 2 when the condition is satisfied. The L1 norm, the decay
rate of δ ← δ/2, and C are chosen heuristically to speed up
convergence to a set of drive voltages achieving substantially
equal decision-error probabilities. While other choices for these
parameters are possible, Algorithm 1 is found to be capable
of identifying intensity levels with substantially equal error
probabilities over a wide range of scenarios.

B. Other GS Schemes

Various GS schemes have been proposed and studied over the
last several decades for a wide array of optical communication
systems [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15],
[16], [17], [18], [19], [37], [38], [39], [40], [41], [42], [43], [44],
[45], [46], [47], [48], [49], [50], [51], [52], [53]. In this sub-
section, we provide an extensive survey of previously proposed
GS schemes and classify them according to their optimization
objective and optimization methodology. We then compare the
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GS scheme proposed in Algorithm 1 against previously proposed
GS schemes for IM/DD links.

1) Survey of Prior Work: The optimization objective refers to
the metric by which the performance of a particular constellation
is evaluated. The previously studied optimization objectives
include symbol-error ratio (SER) [9], [10], [11], [47], BER [12],
[13], [38], equality of the error probabilities at the decision
thresholds [6], [7], [8], average pair-wise hard-decoded error
probability [5], [37], [43], [44], [45], mean-square error from a
target distribution [5], [37], mutual information or generalized
mutual information [37], [40], [41], [42], [48], [51], [52], [53],
and Euclidean distance [49].

The optimization methodology refers to the process of design-
ing the locations of the constellation points in order to achieve
the desired optimization objective. Some of the optimization
methodologies employed in our survey include gradient de-
scent [10], [11], [38], [39], parameterized optimization of up to
several variables [12], [13], [40], [41], fixed analytic expressions
assuming a Gaussian approximation of the noise [6], [7], [8], [9],
[42], iterative pairwise optimization [37], [42], [43], [48], [53],
iterative distance-based clustering [5], [37], [44], [45], [46], [47],
[48], multi-dimensional modulation [49], [50], [51], and genetic
algorithms [52].

Machine learning-based approaches to GS in optical commu-
nications can likewise be categorized in terms of their optimiza-
tion objective and optimization methodology. The structures
and loss functions of these schemes specify their optimiza-
tion objectives. For example, autoencoder-based architectures
using categorical cross-entropy and binary cross-entropy as
loss functions can be used to optimize for mutual information
and generalized mutual information, respectively [19]. Back-
propagation, reinforcement learning, and gradient-free meth-
ods have been studied previously to design the constella-
tions for various machine learning-based GS schemes [17],
[18], [19]. While our analysis focuses primarily on non-
machine learning-based approaches to GS, Refs. [17], [18],
[19] can provide a comprehensive introduction to machine
learning-based methods.

2) Comparison With Other GS Schemes for IM/DD Links:
Short-reach optical links have traditionally used IM/DD with
hard-decision FEC. For these systems, possible natural choices
for an optimization objective are BER, SER, or equality of
hard-decision error probabilities at all decision thresholds, as
each objective is closely related to the RS in systems using
hard-decision FEC. Refs. [6], [7], [8], [9], [10], [11], [12],
[13] are among the most relevant previously proposed schemes
for IM/DD links, each of which uses at least one of the three
aforementioned optimization objectives.

While these previous schemes were shown to improve RS
of IM/DD links in certain operating regimes, these previously
proposed GS schemes either make assumptions about the ex-
act noise distribution at the receiver or parameterize the input
constellation by up to several variables. While these assumptions
and parameterizations reduce the complexity of the optimization
methodologies, they also limit their effectiveness in IM/DD links
that are subject to substantial non-Gaussian, signal-dependent
distortion. Our proposed GS scheme is distinct from previously

proposed GS schemes for IM/DD links in several ways. In con-
trast to previous schemes [6], [7], [8], [9], [10], [11], [12], [13],
our proposed scheme makes no assumption about the specific
noise distribution at the receiver nor parameterizes the signal
constellation. In addition, our proposed scheme’s optimization
methodology is also unique among the surveyed GS schemes.
Specifically, the update procedure described in lines 7 through 16
of Algorithm 1 constitutes a novel method that directly uses only
the observed symbol-error statistics at the receiver to iteratively
optimize all transmitted intensity levels simultaneously. We note
the variable δ in Algorithm 1 is somewhat analogous to the trust
region described in [39].

The proposed GS scheme also possesses several properties
that, taken together, are unique among GS schemes for optical
links and are highly desirable in low-complexity IM/DD links.
For one, our proposed scheme uses a novel metric of normalized
conditional differential error probabilityΔj , which only requires
a complexity of O(M) per iteration. In addition, our algorithm
only requires tracking the conditional hard-decision tail error
probabilities (p(i)j,+ and p(i)j,−) at the receiver. By contrast, the
surveyed GS schemes that use either iterative pairwise optimiza-
tion or gradient descent as their optimization methodology and,
additionally, do not assume the conditional noise distribution is
Gaussian require estimation of the entire conditional posterior
distribution at the receiver or have a complexity of at least
O(M2) per iteration [39], [43].

We end this subsection by noting that machine learning-based
approaches to GS for IM/DD systems have been investigated in
Refs. [14], [15], [16]. These approaches share some advanta-
geous properties with our proposed scheme. For example, these
machine learning-based techniques do not assume a particular
analytic distribution for the noise or explicitly parameterize
the signal constellation. A more thorough comparison between
our proposed GS scheme and this class of techniques should
consider the strict cost and complexity constraints of short-reach
IM/DD links, and is beyond the scope of this paper.

C. Performance Metrics

The effects of GS and the aforementioned sources of inter-
ference are evaluated in terms of the average optical power
required at the receiver input to achieve a BER equal to BERtarget,
which is denoted by P̄req. In an ideal thermal noise-limited
IM/DD system using M -PAM modulation with Gray coding,
where errors between adjacent symbols are dominant, the BER
is related to the received optical power by [54]

BER ≈ 2(M − 1)

M log2 M
Q

(√
2 log2 M

(M − 1)2
R2P 2

rec

RbN0

)
. (5)

Let P̄M,req denote the minimum power required for an ideal
reference system using M -PAM. For the special case when
M = 2, we denote the minimum optical power by P̄OOK,req.
Substituting in BERtarget and M = 2, the average optical power
required to achieve BERtarget for an ideal OOK system is

P̄OOK,req ≈
√

RbN0

2R2
Q−1 (BERtarget) . (6)
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Substituting the values located in Table I into (6) yields
P̄OOK,req ≈ −14.6 dBm. For reference, the RS for an ideal
4-PAM system is P̄4,req ≈ −11.4 dBm.

To reduce the impact of the specific value chosen for the input-
referred noise In on our analysis, the results are presented in
terms of optical power penalty (OPP). The OPP is defined as the
ratio of P̄req to P̄OOK,req.

It is often useful to compare the resulting OPP from an exper-
iment to the OPP for an ideal reference system using M -PAM
modulation. Ignoring the multiplicative factor in front of Q(·) in
(5) and incorporating an additional power penalty due to a finite
extinction ratio [21], the OPP for an ideal M -PAM system is

P̄M,req

P̄OOK,req
=

rex + 1

rex − 1
· M − 1√

log2 M
. (7)

To quantify the effectiveness of GS in reducing the impact
of dispersion-induced signal-dependent distortion, we use a
metric of dispersion tolerance, which we define as the total
accumulated dispersion at which an additional OPP of 0.5 dB is
incurred as compared to a zero-dispersion reference system. The
zero-dispersion reference system has a design identical to the
dispersion-impaired system except for at most two differences:
(1) the accumulated dispersion is set to zero and (2) no GS is
used in adjusting the transmitted intensity levels.

Using wavelengths longer and shorter than the zero-
dispersion wavelength results in positive and negative accu-
mulated dispersion, respectively. Thus, dispersion tolerance can
in principle be defined using positive or negative accumulated
dispersion. In this paper, we often consider negative dispersion
values. In such cases, the improvement in dispersion tolerance,
which is the difference between the dispersion tolerances with
and without GS, is stated as a negative value.

IV. APPLICATION TO BANDWIDTH-CONSTRAINED INTRA-DATA

CENTER LINKS

In this section, we evaluate the effectiveness of the proposed
GS scheme in mitigating signal-dependent distortion in 200 Gb/s
intra-DC links using M -PAM. We focus on two sources of
signal-dependent distortion: (1) the combined bandwidth lim-
itation and nonlinear transfer characteristic of the transmitter
and (2) DD of an optical signal generated by a modulator with
a positive linewidth enhancement factor.

We begin by presenting simulations with parameters chosen
to isolate the effects of signal-dependent distortion arising from
the nonlinear transfer characteristic and transmitter bandwidth
limitations. We then present simulations studying the effect of
GS on CD tolerance in systems using linear FFE. We conclude
the section by studying the effect of GS on CD tolerance in
systems using VNLE.

A. Transmitter Bandwidth Limitations and Linear
Equalization

An important source of nonlinear distortion in IM/DD systems
originates from the combined nonlinear transfer characteristic

Fig. 4. Optical power penalty vs. modulator insertion loss using linear
equalization for varying values of f3dB,mod. The designation GS indicates
that Algorithm 1 is used to optimize the drive voltage amplitudes. The
system assumes M = 4, Vpp = 2.5V, Id = 0 nA, f3dB,DAC = f3dB,PIN =
∞, DAC resolution = ADC ENOB = ∞, and accumulated dispersion =
0 ps/nm.

and bandwidth limitations of the transmitter. Owing to the non-
linear transfer characteristic fmod( ) in (3), the mapping from out-
put intensities {P0, P1, . . . , PM−1} to predistorted voltage am-
plitudes {V0, V1, . . . , VM−1} often results in unequally spaced
voltage levels. The bandwidth limitations imposed before the
nonlinear transfer characteristic cause signal-independent dis-
tortion to all predistorted voltage levels. However, the nonlinear
transfer characteristic amplifies variations in the drive signal at
voltage levels where the transfer characteristic’s first derivative
has a large magnitude. In addition, the nonlinear transfer charac-
teristic attenuates variations in the drive voltage at voltage levels
where its first derivative has a small magnitude. In our model,
the nonlinear transfer characteristic converts signal-independent
distortion to signal-dependent distortion.

For a fixed nonlinear transfer characteristic, the range of
output intensity levels from the modulator is parameterized
by Vpp and the modulator IL. When these two parameters are
fixed, the uniform output intensity levels uniquely define a set
of predistorted voltage amplitudes. The proposed GS scheme
removes this constraint and determines an alternative set of
output intensities subject to the output intensity range constraint.
The effect of GS will thus depend on the choice of Vpp, the
modulator IL, and f3dB,mod.

Figs. 4 and 5 study how GS mitigates signal-dependent distor-
tion arising from transmitter bandwidth limitations for varying
values ofVpp and modulator IL. The other simulation parameters
given in the caption are chosen to minimize other sources of
signal-dependent noise and distortion.

We begin by fixing Vpp and varying the modulator IL and
f3dB,mod. Fig. 4 depicts the OPP vs. modulator IL for three
different values of f3dB,mod with Vpp = 2.5V and M = 4. We
observe several important trends. First, across the entire ranges



7202917 IEEE PHOTONICS JOURNAL, VOL. 15, NO. 6, DECEMBER 2023

Fig. 5. Optical power penalty (OPP) vs. f3dB,mod using linear equal-
ization for (a) M = 4, (b) M = 6, and (c) M = 8 and Vpp =
1.5, 2 or 2.5 V. The modulator insertion loss is set to 2.5 dB. The
system assumes Id = 0 nA, f3dB,DAC = f3dB,PIN =∞, DAC resolution =
ADC ENOB =∞, and accumulated dispersion = 0 ps/nm.

of modulator IL and M studied, GS provides an OPP improve-
ment between 0.1 and 0.7 dB. Second, the OPP decreases mono-
tonically until IL= 2.5 dB, above which the OPP increases. The
insertion loss of 3 dB andVpp = 2.5V results in a driving voltage
range that includes the upward-curving region of the nonlinear
transfer characteristic. The lower values of OPP for higher values
of modulator IL can be explained, in part, by an increase in rex,
which can be observed in Fig. 2. Lastly, the reduction in OPP
obtained using GS generally increases when stronger bandwidth
constraints are imposed at the transmitter.

Fig. 5 studies how the reduction in OPP obtained using GS
varies with the values of M and Vpp. The modulator IL is fixed
to 2.5 dB because that value results in the lowest OPP in Fig. 4.
We note that M = 6 is a two-dimensional modulation format
employing a simple form of PS and is designed following [24].

The reduction in OPP obtained using GS varies with f3dB,mod,
M , and Vpp. The trend of larger OPP reductions for lower values
of f3dB,mod, first seen in Fig. 4, extends to other values of M and
Vpp. In addition, the reduction in OPP is higher for M = 8 than
for M = 4, owing to more closely spaced constellation points
for M = 8. The OPP reduction for M = 6 is similar to that for
M = 4, which is in part due to the PS inherent in the modulation
format. Lastly, OPP reduction by GS increases as Vpp increases,
because a higher Vpp results in a higher rex, which generally
leads to increased distortion when using uniform intensity levels.

Among the three modulation orders studied, M = 4 provides
the best RS for all values of f3dB,mod andVpp studied. This finding
is consistent with [55], [56], which found that 4-PAM outper-
forms 6-PAM at the KP4-FEC BER threshold. It is important

Fig. 6. Optical power penalty vs. accumulated dispersion using linear equal-
ization for M = 4 and varying values of α. The remaining simulation pa-
rameters are Vpp = 2 V, modulator IL = 0 dB, f3dB,mod = 50GHz, Id =
0 nA, f3dB,DAC = f3dB,PIN =∞, and DAC resolution = ADC ENOB =∞.

to emphasize that this finding is specific to the use of an error
correction code with pre-FEC BER of 1.8× 10−4. Using an
alternative FEC scheme with a sufficiently high threshold BER,
higher-order modulation formats may yield a lower OOP than
M = 4.

B. Chromatic Dispersion and Linear Equalization

Signal-dependent distortion from the interaction between
modulator chirp and CD has become an important design
consideration for IM/DD transmission beyond 100 Gb/s per
wavelength. In fact, the power penalty from CD may render
200 Gb/s-per-wavelength transmission impractical for intra-DC
links beyond 2 km [56]. In this subsection, we study the effect of
GS in mitigating this form of signal-dependent distortion, focus-
ing on 200 Gb/s-per-wavelength links. We first study the impact
of modulator chirp on the OPP and show that GS can reduce the
effect of chirp. We then consider higher-order modulation and
examine how increasing M impacts OPP and CD tolerance in
systems employing GS and linear FFE.

1) Modulator Chirp: It is well-known that a nonzero mod-
ulator linewidth enhancement factor causes the OPP to differ
between negative and positive values of accumulated disper-
sion [22], [35], [57]. For positive values ofα, negative dispersion
causes the transmitted pulses to narrow initially while propagat-
ing through the fiber. This results in an initial decrease in OPP
for small negative values of accumulated dispersion relative to
zero accumulated dispersion.

The impact of accumulated dispersion on OPP depends on
the sign and magnitude of the accumulated dispersion and α.
Fig. 6 shows the OPP vs. accumulated dispersion for M = 4
and various values of α. For positive values of accumulated
dispersion, the OPP increases monotonically with increasing
values of both the accumulated dispersion and α. GS reduces
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the OPP by several tenths of a decibel at each accumulated
dispersion value tested.

The relationship among OPP, α, accumulated dispersion,
and GS is more complicated in the regime of positive α and
negative accumulated dispersion. As the accumulated disper-
sion decreases from zero toward larger negative values, the
OPP initially decreases and then increases. The expected initial
decrease in OPP is consistent with the initial pulse narrowing
expected for positive values of α and sufficiently low values of
the accumulated dispersion. Increasing α in this regime initially
causes the minimum OPP to occur at more negative values
of accumulated dispersion. For sufficiently high values of α,
the OPP minimum tends toward 0 ps/nm. GS causes the OPP
minimum to shift to a larger negative accumulated dispersion for
the three positive values of α shown. The relationships outlined
here are consistent with industry results presented in [57].

The extent to which the CD-induced distortion is signal-
dependent is an increasing function of α over the range of α val-
ues studied. When α = 0, the CD-induced distortion is largely
signal-independent. This can be seen in an almost constant OPP
gap between a system using GS and a system not using GS
at all accumulated dispersion values. For negative accumulated
dispersion values and positive chirp values, the OPP gap result-
ing from GS increases monotonically with increasing modulator
chirp. In addition, for constant α, the OPP gap between the OPP
minima when using GS and uniform spacing grows larger as α
increases.

Fig. 6 shows that the GS scheme enables IM/DD links to
tolerate higher levels of modulator chirp. For example, at an
accumulated dispersion of −25 ps/nm, an error floor occurs at
α = 2 when uniform spacing is used. For the optimized level
spacing, the GS scheme ameliorates the impact of chip and
chromatic dispersion and allows the system to operate with lower
OPP than at zero accumulated dispersion.

2) Higher-Order Modulation: Increasing the modulation or-
der affects at least two relevant parameters that directly impact
the dispersion tolerance of an IM/DD system. For a given choice
of rex, Rb, and average transmitted power, increasing the modu-
lation orderM decreases the distance between adjacent symbols
in the constellation, thereby decreasing the total amount of dis-
tortion the system can tolerate. However, increasing M reduces
the bandwidth occupied by the signal, thereby decreasing the
impact of CD on the transmitted signal.

We now examine how OPP varies with increasing dispersion
and GS for different values of M . Fig. 7 shows the OPP vs.
accumulated dispersion for M = 4, 6, and 8. The resulting dis-
persion tolerance for each of the six cases is depicted by a solid
dot, and the minimum OPP is also provided as a reference. The
modulator IL is set to 0 dB to allow for future increases in Vpp

without changing the modulator IL. The remaining parameters
are chosen to minimize sources of distortion other than CD.

The proposed GS scheme increases dispersion tolerance by
−12.71, −30.48, and −17.18 ps/nm for M = 4, 6, and 8, re-
spectively. The modulation order M = 4 provides the lowest
OPP for any dispersion level for uniform spacing and for dis-
persion values less than−32 ps/nm for GS, respectively. M = 6
provides the highest overall dispersion tolerance and a lower

Fig. 7. Optical power penalty (OPP) vs. accumulated dispersion using linear
equalization for M = 4, 6, and 8. The top x-axis indicates the corresponding
fiber length assuming a laser wavelength of 1270 nm. The solid dot on each
marked line indicates the linearly extrapolated dispersion tolerance. The un-
marked lines indicate the approximate minimum OPP given a fixed modula-
tion format and finite extinction ratio. The other variable simulation parame-
ters are Vpp = 2V, modulator IL = 0 dB, f3dB,mod = 50GHz, α = 2, Id =
0 nA, f3dB,DAC = f3dB,PIN =∞, and DAC resolution = ADC ENOB =∞.

overall OPP for dispersion levels greater than −32 ps/nm. Both
the dispersion tolerance and OPP for M = 8 are substantially
worse than for the other modulation formats.

The effect of the proposed GS scheme differs for positive and
negative values of accumulated dispersion. The distortion arising
from positive accumulated dispersion is less signal-dependent
than for negative accumulated dispersion. The effect of this
asymmetry can be seen in Figs. 6 and 7 as a smaller OPP re-
duction between the uniform spacing and GS curves for positive
dispersion than for negative dispersion.

We now study how the optimized intensity levels vary with
accumulated dispersion under the proposed GS scheme. Fig. 8
shows the normalized output power vs. accumulated dispersion
from Fig. 7 for M = 8 with GS. The proposed GS scheme
changes the optimized intensity levels more for negative disper-
sion values than for positive dispersion values. The combined
effects of negative dispersion and positive α lead to signal-
dependent distortion at higher normalized intensity levels, an
effect observed experimentally in [34]. The proposed GS scheme
compensates for this effect by shifting the higher intensity levels
to lower values. The magnitude of this downward shift increases
with decreasing accumulated dispersion. Lastly, we note that
the effect of GS in the absence of chromatic dispersion can
be inferred by examining the transmitted intensities at zero
dispersion.

The impact of signal-dependent distortion for negative or
positive dispersion values can be observed in Fig. 8. At an
accumulated dispersion of−16 ps/nm, the proposed GS scheme
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Fig. 8. Normalized output power vs. accumulated dispersion from Fig. 7
for M = 8 using linear equalization and GS. The normalized output power
is obtained by dividing the power of each signal point by the power of the
highest amplitude signal point. The signal-to-noise ratio is scaled so that the
achieved BER ≈ BERtarget. The top x-axis indicates the corresponding fiber
length assuming a laser wavelength of 1270 nm. The normalized output power
is given by 10(−αdB(V (t))/10). The other simulation parameters are the same
as those used in Fig. 7.

shifts the second, third, and fourth highest output powers to
lower values. By contrast, at an accumulated dispersion of +8
ps/nm, GS shifts these three intensity levels upward. We note
that the case of positiveα and negative dispersion is of particular
interest in intra-DC CWDM links, as some WDM standards use
wavelengths shorter than the zero-dispersion wavelength [25].
Because of this observed asymmetry and consistent with the
choice of CWDM wavelengths, the remainder of our study
assumes negative accumulated dispersion values.

The modulator extinction ratio rex is another important design
parameter in IM/DD links due to its impact on two other impor-
tant physical quantities. For a fixed M , increasing rex results
in a larger distance between signal points in a constellation,
thereby improving noise tolerance and RS in the absence of other
effects. However, increasing the modulator extinction ratio also
increases the difference between the highest and lowest output
powers, which exacerbates the phase modulation due to transient
chirp. The results in Figs. 7 and 8 are obtained for fixed rex,
which has so far prevented any analysis on the impact of rex on
dispersion tolerance. To study the net effect of increasing rex in
distortion-limited IM/DD links, we examine how the dispersion
tolerance changes as a function of extinction ratio in systems
using either uniform spacing or GS.

Fig. 9 shows the dispersion tolerance for different combi-
nations of extinction ratio and modulation order. The insertion
loss is fixed to 0 dB to ensure that as rex is varied, a similar
range of the transfer characteristic is used. In most cases studied,
increases in rex are associated with decreasing values of the
dispersion tolerance. Therefore, over the range of extinction
ratios studied, the negative impact of greater chirp-induced phase
modulation outweighs the positive impact of increased signal
spacing on dispersion tolerance. The combination of M = 8
with GS yields equal dispersion tolerances forVpp = 2 and2.5V,
because the effect of increased chirp-induced signal-dependent
distortion is negated by the larger extinction ratio and GS.

Fig. 9. Dispersion tolerance vs. modulator extinction ratio using linear equal-
ization for M = 4, 6, and 8. From left to right, the simulated modulator ex-
tinction ratios correspond to Vpp = 2, 2.5, and 3 V. The remaining simula-
tion parameters are modulator IL = 0 dB, f3dB,mod = 50GHz, α = 2, Id =
0 nA, f3dB,DAC = f3dB,PIN =∞ , and DAC resolution = ADC ENOB =∞.

We also note that the dispersion tolerance increase obtained
using GS is smaller for Vpp = 2.5 or 3 V than Vpp = 2 V. For
Vpp > 2 V, the largest improvements in dispersion tolerance
from GS are −11.1 ps/nm and −22.5 ps/nm for M = 4 and
M = 6, respectively. For Vpp = 2 V, the improvements in dis-
persion tolerance from GS are −12.7 ps/nm and −30.48 ps/nm
for M = 4 and M = 6, respectively.

The modulation scheme providing the largest dispersion tol-
erance depends on whether or not GS is used. When using con-
ventional uniform spacing, M = 6 results in a lower dispersion
tolerance than M = 4. Under uniform spacing, moving from
M = 4 to M = 6 causes the upper constellation points to move
closer together, which outweighs the benefits of reduced signal
bandwidth occupation. By contrast, when the proposed GS
scheme is used,M = 6 results in the largest dispersion tolerance
among the modulation orders examined. For high levels of CD,
the proposed GS scheme shifts the transmitted intensity levels
downward, partially ameliorating some of the impact from the
larger number of constellation points. Therefore, we conclude
that the proposed GS scheme can change the value of M that
yields the largest dispersion tolerance.

We observe in Fig. 9 that the accumulated dispersion tolerance
varies substantially as a function of rex over the range of values
studied. In addition, the parameter ranges studied were chosen
to reflect values specified by IEEE standards [25], [58] and
available in commercial components [23]. Thus, in the design
of 200 Gb/s IM/DD systems, the choice of rex can strongly
influence the impact of signal-dependent distortion arising from
CD, depending on the fiber lengths considered.

C. Chromatic Dispersion and Volterra Nonlinear Equalization

In Secs. IV-A and IV-B, we showed that the proposed GS
scheme reduces the impact of signal-dependent distortion in
IM/DD links using linear FFE, yielding improved RS and CD
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tolerance. Algorithm 1 improves system performance by ad-
justing the transmitted intensity levels according to the residual
signal-dependent distortion after equalization is applied to the
received signal. Because the algorithm operates on the observed
error statistics at the receiver, the proposed GS scheme can be
used in conjunction with various pre-distorters and equalizers.
We assumed a linear FFE in Secs. IV-A and IV-B owing to its
widespread use in intra-DC links [26]. Other possible nonlinear
predistortion schemes include a Volterra series or Tomlinson-
Harashima precoding. Decision-feedback equalization, MLSD,
or VNLE can also be used in lieu of linear FFE.

The joint design of VNLE and GS is of particular interest,
as VNLE has been widely studied for mitigating nonlinear
distortions in intra-DC IM/DD links [3], [28], [59], [60], [61],
often in combination with other DSP techniques [59]. VNLE
increases the maximum transmission distance and improves
RS in IM/DD optical links at the expense of increased DSP
complexity relative to linear FFE. VNLE improves performance
by mitigating nonlinear distortions such as modulator chirp and
CD. We have thus far found that the proposed GS scheme can
improve RS and CD tolerance in IM/DD systems using linear
FFE. We have not yet studied whether similar improvements can
be obtained in systems using stronger forms of equalization, such
as VNLE.

In this subsection, we study how improvements in RS and CD
tolerance provided by GS change with an increasing memory
length of the VNLE kernel. We limit our study to a second-
order VNLE because the signal-dependent distortion arising
from modulator chirp and CD are primarily second-order non-
linearities [3]. All subsequent references to VNLE presume a
second-order VNLE. We begin by fixing the modulation order
and varying the number of second-order taps ntaps,2 and the
linewidth enhancement factor α. We then extend the analysis
to higher modulation orders.

1) Modulator Chirp: The combination of modulator chirp
and CD induces signal-dependent distortion in the received
electric field. The exact characteristics of the modulator chirp
are dependent on the choice of a modulator. Adiabatic chirp and
transient chirp are typically the dominant sources of spurious
phase modulation in directly modulated lasers and EAMs, re-
spectively [22], [34]. While our analysis focuses on transient
chirp in EAMs, our proposed scheme could also be applied
to DML-based IM/DD links, which also exhibit substantial
signal-dependent distortion [61].

Fig. 10(a)–(c) show the OPP vs. accumulated dispersion
with M = 4 and varying values of α. Fig. 10(a), (b), and (c)
assume α = 1, 2, and 3, respectively. The line marker and color
combination in the bottom legend applies to all three subfigures.
The other design parameters are chosen to simplify the model
and to focus on the effects of modulator chirp and chromatic
dispersion.

The proposed GS scheme reduces the OPP for all accumulated
dispersion values and all VNLE memory lengths. In general, the
absolute improvement in CD tolerance is higher when a smaller
number of VNLE taps is used. GS provides the largest absolute
increase in CD tolerance when using linear FFE forα = 1 and 2.
GS provides the largest increase in CD tolerance for the 3-tap

Fig. 10. Optical power penalty (OPP) vs. accumulated dispersion for M = 4,
varying the number of second-order Volterra taps ntaps,2, for (a) α = 1,
(b) α = 2, and (c) α = 3. The legend is common to all three subfig-
ures. The numeric values in the legend indicate the number of 2nd-order
Volterra taps used. The top x-axis indicates the corresponding fiber length
assuming a laser wavelength of 1270 nm. The other variable simulation
parameters are Vpp = 2V, modulator IL = 0 dB, f3dB,mod = 50GHz, Id =
0 nA, f3dB,DAC = f3dB,PIN =∞, and DAC resolution = ADC ENOB =∞.

VNLE when α = 3. For a VNLE memory length of 7 or higher
and α = 1 or 2, GS provides a CD tolerance increase of several
ps/nm. In the case of α = 3, a larger CD tolerance improvement
is observed for a VNLE memory length of at least 7 or more.

The RS achieved using GS and 21-tap linear FFE is similar to
that using uniform level spacing and VNLE with 21 linear and
3 nonlinear taps. In Fig. 10(a) and (b), GS with linear FFE and
uniform level spacing with 3-tap VNLE achieve almost identical
optical power penalties for accumulated dispersion values down
to −30 ps/nm. GS with linear FFE is subject to a higher OPP
for values below −30 ps/nm. In Fig. 10(c), GS with linear
FFE outperforms uniform level spacing with 3-tap VNLE at
all accumulated dispersion values.

The relationship between CD tolerance and modulator chirp
varies depending on the choice of VNLE memory and intensity
level spacing. For linear FFE with GS, linear FFE with GS, and
3-tap VNLE without GS, the CD tolerance decreases mono-
tonically as α increases. For all other combinations of VNLE
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Fig. 11. Optical power penalty (OPP) vs. accumulated dispersion for
α = 2, varying the number of second-order Volterra taps, for (a) M =
6 and (b) M = 8. The legend is common to both figures. The nu-
meric values in the legend indicate the number of 2nd-order Volterra
taps used. The top x-axis indicates the corresponding fiber length as-
suming a laser wavelength of 1270 nm. The other variable simulation
parameters are Vpp = 2V, modulator IL = 0 dB, f3dB,mod = 50GHz, Id =
0 nA, f3dB,DAC = f3dB,PIN =∞, and DAC resolution = ADC ENOB =∞.

memory and level spacing, the CD tolerance initially increases
when α changes from 1 to 2, and then decreases when α = 3.

The increase in CD tolerance obtained using GS is generally
larger for higher values of α. For almost all choices of VNLE
memory length, the increase in CD tolerance obtained using GS
is largest for α = 3 and larger for α = 2 than α = 1. A notable
exception is for linear FFE, where the increase in CD tolerance
obtained using GS is largest for α = 2.

We do not plot the case when α = 0 to simplify Fig. 10.
Including α = 0 would not yield substantial insight, as both the
VNLE and GS provide almost no improvement in CD tolerance.
An error floor occurs before −30 ps/nm for all combinations of
VNLE memory and GS studied. We note that the linear FFE
with GS and 3-tap VNLE provide almost identical performance
when α = 0.

2) Higher-Order Modulation: Increasing constellation den-
sity has two important effects on CD tolerance. For a fixed data
rate, increasing M decreases the bandwidth occupied by the
signal, thereby decreasing CD-induced signal-dependent distor-
tion. The increased density of constellation points also increases
the system’s sensitivity to a given level of signal-dependent
distortion, owing to a reduced distance between adjacent con-
stellation points.

Fig. 11(a) and (b) show OPP vs. accumulated dispersion for
α = 2 and varying values for M . Fig. 11(a) and (b) assume

M = 6 and 8, respectively. The case of M = 4 and α = 2 is
shown in Fig. 10(b).

The impact of GS on CD tolerance varies with the modulation
order used. For M = 4 and M = 6, the increase in CD toler-
ance from GS is the largest for linear FFE and decreases with
increasing VNLE memory length. For M = 8, by contrast, GS
provides a consistent ∼ 10-15 ps/nm increase in CD tolerance
for all VNLE memory lengths.

The relationship between modulation order and CD tolerance
is dependent on the combination of VNLE memory and GS. For
linear FFE with GS, linear FFE without GS, and 3-tap VNLE
without GS, increasing the modulation order from M = 4 to
M = 6 results in decreased CD tolerance. For the three afore-
mentioned cases, 3-tap VNLE with GS, and 5-tap VNLE without
GS, increasing the modulation order from M = 6 to M = 8
leads to decreased CD tolerance. The CD tolerance for a system
using a 7-, 9-, and 11-tap VNLE increases monotonically with
increasing modulation order, whether or not GS is used.

Given cost and complexity constraints in IM/DD links, the
comparative performance of linear FFE with GS against a VNLE
without GS is of particular interest. Fig. 10(b) shows that for
M = 4 andα = 2, a linear FFE with GS and a 3-tap VNLE
without GS deliver similar CD tolerances. Fig. 11(a) shows
that for M = 6 andα = 2, a system employing a linear FFE
with GS has a higher CD tolerance than a system employing
a 3-tap VNLE without GS. By contrast, Fig. 11(b) shows that
for M = 8 andα = 2, the 3-tap VNLE without GS enables a
higher CD tolerance than the linear FFE with GS. These results
highlight the ability of GS to improve CD tolerance when
lower-order modulation is used and the necessity of VNLE (or
perhaps other nonlinear equalization techniques) when employ-
ing denser transmit constellations.

V. IMPLEMENTATION CONSIDERATIONS

In this section, we address issues for implementing the pro-
posed GS scheme in 200 Gb/s-per-wavelength links. We first
study the data converter resolution required to support GS.
We then study drive signal design for the highest-dispersion
channel in an intra-DC CWDM system with GS and present
the implications for per-channel optimization in WDM systems.
Finally, we discuss options for estimating the conditional error
probabilities and adjusting the transmitted intensity levels to
implement the proposed GS scheme.

For the remainder of Section V, we assume linear FFE and
a modulation order M = 4. These choices are motivated by
several results from Section IV. The choice of linear FFE is
motivated by the strong complexity constraints in intra-DC links.
For linear FFE, Fig. 5 shows that M = 4 results in the lowest
OPP for all choices of f3dB,mod and Vpp studied. While Fig. 7
shows that M = 4 provides less maximum dispersion tolerance
than M = 6 when using GS, M = 4 with GS can provide a
dispersion tolerance greater than −24 ps/nm with a reasonable
Vpp. For these reasons, M = 4 with linear FFE is seen to be a
suitable combination.
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Fig. 12. Optical power penalty vs. accumulated dispersion using lin-
ear equalization for ENOB = 5, 6, and∞. The solid dot on each marked
line indicates the linearly extrapolated dispersion tolerance. The unmarked
horizontal line indicates the approximate minimum OPP for M = 4 and
rex = 7.4 dB. The top x-axis indicates the corresponding fiber length as-
suming a laser wavelength of 1270 nm. The other simulation parameters
are Vpp = 2V, modulator IL = 2.5 dB, f3dB,mod = f3dB,DAC = f3dB,PIN =
65GHz, α = 2, Id = 10 nA, and DAC resolution = ADC ENOB.

A. DAC and ADC Requirements

High-bandwidth data converters, including DACs and
ADCs [62], enable various DSP algorithms at the transmitter and
receiver, for mitigating key impairments in intra-DC links [3].
However, data converters and associated DSP algorithms are
sources of substantial power consumption in intra-DC links [62].
It is therefore important to assess the DAC resolution and ADC
effective number of bits (ENOB) required by the proposed GS
scheme.

In addition to using finite quantization at the ADC and DAC,
we adjust other component parameters to reflect modern intra-
DC links. We set the PIN dark current to 10 nA [22], [63]. Fol-
lowing [64], we model the bandwidth limitations in the system
by setting f3dB,mod = f3dB,DAC = f3dB,PIN. This removes several
degrees of freedom in choosing various component parameters
while closely approximating the overall frequency response for
many other choices of component bandwidth limitations. For
similar reasons, we also assume that the DAC resolution and
ADC ENOB are equal.

Fig. 12 shows the OPP vs. accumulated dispersion for ADC
ENOB = 5, 6, and∞. For both GS and uniform intensity levels,
increasing DAC and ADC resolutions from 5 to 6 b decreases
the OPP over the entire range of accumulated dispersion studied.
An additional decrease in OPP is observed at ENOB =∞ as
compared to ENOB = 6 b, but the decrease is smaller. We
note that the total dispersion tolerance here is higher than the
M = 4 simulation depicted in Fig. 7. This is due, in part,

to the additional bandwidth limitations of the DAC and PIN
photodetector, which substantially reduce the bandwidth of the
end-to-end system [64].

We now examine the OPP reduction resulting from GS for
fixed data converter resolutions. Fig. 12 explicitly indicates the
reductions in OPP at−16 ps/nm for ENOB= 5 and 6 b obtained
using GS, which are 1.48 and 0.78 dB, respectively. GS is seen to
yield a larger decrease in OPP over uniform spacing for ENOB
= 5 b than for ENOB = 6 b, a trend that holds for other values
of accumulated dispersion as well.

We alternatively study the relative OPP reduction resulting
from increasing data converter resolution for a given level
spacing scheme. At an accumulated dispersion of −20 ps/nm
in Fig. 12, an increase in data converter resolution from 5 to 6 b
decreases the OPP by 0.46 dB when GS is used. An error floor
occurs when ENOB= 5 b at−20 ps/nm so an OPP improvement
cannot be stated when uniform spacing is used. These improve-
ments can be attributed, in part, to GS compensating for higher
levels of signal-dependent distortion arising from quantization
when ENOB = 5 b. We conclude that GS can be exploited to
decrease the impact of quantization noise arising from low data
converter resolutions.

B. Drive Signal Design in WDM Systems

In this section, we optimize the parameters of the drive signal
to optimize the RS of the most dispersion-impaired wavelength
in a WDM system. We jointly optimize the following three
parameters of the drive signal: Vpp, insertion loss, and the inner
drive signal levels via GS. We compute the OPP difference
between a system that optimizes all three parameters and an
equivalent system that optimizes Vpp and insertion loss but uses
uniform intensity levels. We show that the optimal value of Vpp

varies widely as a function of the accumulated dispersion and
discuss the implications this has on drive signal design in WDM
systems with substantial dispersion. We use intra-DC CWDM
as a design example and assume the corresponding wavelengths
and fiber lengths to provide a concrete and practically relevant
set of system parameters. Our optimization procedure, however,
can be easily extended to other WDM systems.

Recent IEEE standards for CWDM have adopted either four
or eight wavelengths near the zero-dispersion wavelength [25].
Considering eight wavelengths, the 1270 nm wavelength will
incur the largest negative accumulated dispersion. According to
(1), the dispersion parameter at 1270 nm is−3.85 ps/(nm · km).
Conservatively rounding to−4 ps/(nm · km) and assuming fiber
lengths of 2 and 6 km, the most negative accumulated disper-
sion values in our CWDM design example are approximately
−8 and −24 ps/nm, respectively. For simplicity, we perform
optimization only for accumulated dispersion levels of −8 and
−24 ps/nm, but our optimization could also be performed for
the other wavelengths in a CWDM system.

In our model and assuming M = 4, there are three remaining
degrees of freedom in the design of the transmitted intensity
levels. Assuming equal intensity level spacing, the two remain-
ing design parameters are the peak-to-peak voltage and the
modulator insertion loss. The proposed GS scheme removes the
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Fig. 13. Optical Power Penalty vs. peak-to-peak voltage using linear equal-
ization for accumulated dispersion = −8 and−24 ps/nm. The other simulation
parameters are modulator IL = 2.5 dB, f3dB,mod = f3dB,DAC = f3dB,PIN =
50GHz, α = 2, Id = 10 nA, and DAC resolution = ADC ENOB = 6 b.

uniform spacing constraint, allowing for an optimized design of
the inner intensity levels.

Independent optimization of each of the three design parame-
ters mentioned above can yield a suboptimal solution, as varying
one parameter can affect the optimal values of the other two.
Increasing the peak-to-peak voltage is desirable, as it increases
the extinction ratio, thereby lowering the theoretical minimum
OPP as described in (6). However, increasing the extinction ratio
reduces dispersion tolerance, as shown in Fig. 9. The choice of
modulator insertion loss is equivalent to choosing the interval of
the nonlinear transfer characteristic being used, thereby affecting
transmitter bandwidth-induced signal-dependent distortion and
modulator extinction ratio.

Fig. 13 shows OPP vs. peak-to-peak voltage using linear
equalization for accumulated dispersion values of −8 and −24
ps/nm. Because intra-DC links are often subject to strict peak-
to-peak drive voltage constraints, we bias the modulator at
−2.5 dB, which is the optimum value found in Fig. 4 and
is near the maximum-extinction-ratio region of the modulator
nonlinear transfer characteristic. We also fix DAC resolution =
ADC ENOB = 6 b, which we showed in Section V-A is suf-
ficient to provide near-optimal performance. We can optimize
the peak-to-peak voltage by selecting the value that minimizes
the OPP. The difference between the minimum OPPs for the
two systems is depicted in the figure and quantifies the OPP
reduction provided by the proposed GS scheme.

For an accumulated dispersion of −24 ps/nm, as Vpp in-
creases, the OPP decreases until the minima at Vpp = 1.5V
and Vpp = 1.625V when using uniform spacing and GS, re-
spectively, above which the OPP increases monotonically. For
an accumulated dispersion of −8 ps/nm, the minimum OPP
values are achieved at Vpp = 2V with uniform spacing and
Vpp = 2.5V with GS. The OPP is at least 1.5 dB lower at the
optimal values of Vpp as compared to Vpp = 1 V for all com-
binations of accumulated dispersion and level spacing design.

Using GS leads to additional reductions in the minimum OPP of
0.76 dB and 0.56 dB for accumulated dispersion values of −8
and −24 ps/nm, respectively.

In an IM/DD WDM system, where different channels are
subject to different values of accumulated dispersion, the op-
timal value for Vpp can vary substantially between channels.
For example, in a 6 km WDM system, channels at wavelengths
of 1296 and 1270 nm will be subject to accumulated dispersion
values of approximately -8 ps/nm and -24 ps/nm, respectively.
According to Fig. 13, the optimized values of Vpp for the two
wavelengths will differ by as much as 1 V. Therefore, a WDM
system using CWDM wavelengths will achieve a better RS by
optimizing Vpp for each wavelength separately as compared to
an equivalent system that uses the same value of Vpp for each
wavelength. Jointly optimizing Vpp and the inner intensity levels
using GS further improves RS for each channel.

1) Digital Pulse Shaping: The overall end-to-end system
bandwidth can have an important impact on the dispersion
tolerance of an IM/DD system [64]. Digital pulse shaping for
bandwidth-limited IM/DD channels is one possible method for
reducing signal bandwidth and has been studied for several
decades [21], [65], [66].

Digital pulse shaping can modify several physical properties
of the transmitted signal, which can have both positive and
negative effects on RS and CD tolerance. Digital pulse shaping
can be used for signal bandwidth compression and digital predis-
tortion, which should improve both RS and CD tolerance absent
other factors. However, digital pulse shaping for IM signals has
been shown to increase the peak value of the signal, which
can exacerbate chirp-induced phase modulation. In addition, the
unipolar constraint of IM signals may require the addition of a
DC bias, which can result in an OPP of several dB [21].

The drive signal design procedure presented in Section V-B
jointly optimizedVpp, insertion loss, and inner drive signal levels
and did not consider digital pulse shaping. Similar to other
properties of the drive signal analyzed, we expect that digital
pulse shaping would have an impact on RS and CD tolerance
in an IM/DD system using GS. We consider our omission of
digital pulse shaping appropriate in the context of intra-DC
interconnects, where DAC-less transmitter designs are often
used [27], [67]. The joint design of digital pulse shaping and
GS for IM/DD links is an interesting topic for future work.

C. Intensity Level Computation and Adjustment

In this section, we discuss how to estimate the conditional
symbol-error probabilities pj,+ and pj,−, compute the updated
intensity levels, and adjust the transmitted intensity levels in
order to implement Algorithm 1.

A straightforward implementation of Algorithm 1 requires
a mechanism to estimate the post-equalization symbol-error
statistics (SES) at the receiver, computation of the updated
intensity levels, and a mechanism for feedback from the receiver
to the transmitter. GS schemes that use SES at the receiver can
be collectively referred to as GS-SES. SES could be estimated
periodically by transmitting a known sequence or by exploiting
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the syndrome computed in the error-correction decoder. Com-
putation of the updated intensity levels could be performed at
either the transmitter or receiver. Implementations using SES
measured at the receiver to compute the updated intensity levels
will require feedback of either the SES or the updated intensity
levels to the transmitter, depending on whether the computations
are performed at the transmitter or receiver. However, feedback
is not currently available in DC links, and may need to be adopted
to support GS-SES.

There are several other factors to account for when consider-
ing GS schemes that use a feedback channel. The transmission
latency for intra-DC links is on the order of tens of microseconds.
The delay between the estimation of SES at the receiver and
the intensity level updates at the transmitter may induce system
instability depending on the coherence time of the channel. In
addition, the proposed GS scheme can be used to trade off
between the complexity associated with the GS scheme and
receiver DSP complexity. The optimal trade-off between the
complexity of a feedback channel and receiver DSP complexity
may depend on other factors, such as the link budget, modulator
chirp, modulation order, link length, baud rate, etc.

A feedback channel may not be strictly necessary to im-
plement GS-SES. Offline modeling and static lookup tables
may be employed to avoid requirements for SES estimation
and a feedback channel. For example, pre-distortion based on
offline modeling and lookup tables for 4-PAM IM/DD links
has been investigated extensively [68], [69], [70]. Methods
based on offline modeling, however, may be of limited ef-
fectiveness in situations where the model does not reliably
represent the actual system. In addition, predistortion and GS
schemes that avoid a feedback channel may need additional
information about the channel, such as the link distance or
bandwidth limitations.

A transmitter DAC provides one straightforward way to adjust
the transmitted intensity levels. Using a DAC has the further
benefit of enabling various DSP techniques that may be central
to mitigating key sources of distortion in IM/DD links [3]. For
example, [71] used a 4-b DAC, with 2 b dedicated to signal-
dependent FFE and 2 b used for nonlinear predistortion. The
nonlinear predistortion technique is similar to the proposed GS
scheme and was designed offline to account for signal-dependent
ISI resulting from modulator nonlinearity. The importance of
reducing the impact of nonlinearity and bandwidth limitations
from individual components is heightened as data rates are
increased.

An electrical DAC at the transmitter may not be strictly
necessary for adjusting the transmitted intensity levels. For
example, previously demonstrated IM/DD [27], [67] and co-
herent transceivers [72] employed DAC-less transmitter designs
while supporting the transmission of 4-level signals. These sys-
tems [27], [67], [72] encoded 4-PAM symbols using segmented
electrodes and independent drive signals for the least and most
significant bits. By adding an additional bias voltage section to
the modulator, the transmitter in [27] supported dynamic adjust-
ment of the transmitted intensity levels. Independent control of
each intensity level could be achieved by using the differential
encoding of the least and most significant bits, adjustable modu-
lator bias voltages, and a dual-parallel modulator structure [73].

VI. CONCLUSION

A GS scheme that optimizes transmitted intensity levels to
achieve substantially equal conditional error probabilities at all
decision thresholds at the receiver was presented in this paper.
The scheme was analyzed for its suitability in IM/DD intra-data
center links, where signal-dependent distortion from bandwidth-
limited, nonlinear components and chromatic dispersion limit
system performance. The GS scheme was shown to improve RS
and increase CD tolerance, while reducing the OPP caused by
finite-resolution data converters over a wide range of channel
parameters. The proposed scheme was found to improve RS by
0.76 dB and 0.56 dB at accumulated dispersion values of −8
ps/nm and −24 ps/nm, respectively, over an equivalent system
using an optimized modulator extinction ratio, uniformly spaced
constellation points, and LE. The proposed scheme can also be
used to reduce the complexity of the DSP required to achieve
a target RS and transmission reach, as evidenced by the similar
performances achieved by a standard linear FFE with GS and
a three-tap, second-order VNLE without GS. Key implementa-
tion issues and data converter resolution requirements for the
proposed GS scheme were discussed.
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